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Preface

What this book is about

This book tells you how to define the characteristics of your data processing
resources to your CICS® system. It describes four methods of resource definition:
* Online definition (CEDA)

» Batch definition (DFHCSDUP)

» Automatic installation (autoinstall)

* Macro definition

You can also use EXEC CICS CREATE commands, which are described in CICS
System Programming Reference; and CICSPlex® SM Business Application Services
(BAS) commands, which are described in CICSPlex System Manager Managing
Business Applications.

Who should read this book

This book is for those responsible for defining resources to CICS.

What you need to know to understand this book

This book assumes that you have a basic understanding of CICS concepts and
facilities. You must also be familiar with your own system and the resources to be
defined and maintained.

How to use this book

This book is divided into a number of parts:

+ |About resource definition| contains guidance information on defining and
managing CICS resources, and descriptions of each resource type.
[Resource definition online (RDO) transaction CEDA| contains guidance on using

the CICS supplied transaction CEDA, guidance information on using the CEDA
commands, and descriptions of the CEDA commands.

+ [The resource definition batch utility DFHCSDUP| contains guidance information
on using the DFHCSDUP commands, and descriptions of the DFHCSDUP
commands.

[Macro resource definition| contains guidance information on using the resource
definition macros and descriptions of the macros.

* Appendices.

Notes on terminology

When the term “CICS” is used without any qualification in this book, it refers to the
CICS element of CICS Transaction Server for z/OS®.

“CICS/ESA” is used for IBM® Customer Information Control System/Enterprise
System Architecture.

Other abbreviations that may be used for CICS releases are as follows:

» CICS/MVS Version 2 Release 1 and subsequent modification levels—CICS/MVS
2.1

e CICS/ESA Version 3 Release 3—CICS/ESA 3.3
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e CICS/ESA Version 4 Release 1—CICS/ESA 4.1.

MVS™ refers to the operating system, which is a base element of z/OS.

Use of the dollar symbol ($)

In the character sets given in this book, the dollar symbol ($) is used as a national
currency symbol and is assumed to be assigned the EBCDIC code point X'5B'". In
some countries a different currency symbol, for example the pound symbol (£), or
the yen symbol (¥), is assigned the same EBCDIC code point. In these countries,
the appropriate currency symbol should be used instead of the dollar symbol.

Syntax notation

Syntax notation specifies the permissible combinations of options or attributes that
you can specify on CICS commands, resource definitions, and many other things.

The conventions used in the syntax notation are:

Notation Explanation

Denotes a set of required alternatives. You
»<« | must specify one (and only one) of the
values shown.

o =

Denotes a set of required alternatives. You
must specify at least one of the values

shown. You can specify more than one of
»«| them, in any sequence.

o =

L ¢
Denotes a set of optional alternatives. You
== »« | can specify none, or one, of the values
A shown.
L B—|
_C_

Denotes a set of optional alternatives. You
can specify none, one, or more than one of

the values shown, in any sequence.

o =

L
Denotes a set of optional alternatives. You
A can specify none, or one, of the values
> »<| shown. A is the default value that is used if
| B— you do not specify anything.
_C_
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Notation Explanation

A reference to a named section of syntax
»—| Name I »« | Notation.

Name:

A ] |

A= denote characters that should be entered
exactly as shown.

A\
A

»»—A=value

value denotes a variable, for which you
should specify an appropriate value.
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Summary of changes

Changes for CICS Transaction Server for z/OS, Version 3 Release 2

For information about changes that have been made in CICS Transaction Server for
z/OS, Version 3 Release 2, please refer to What's New in the information center, or
the following publications:

CICS Transaction Server for z/0S Release Guide

CICS Transaction Server for z/0S Migration from CICS TS Version 3.1
CICS Transaction Server for z/0OS Migration from CICS TS Version 2.3
CICS Transaction Server for z/0OS Migration from CICS TS Version 2.2
CICS Transaction Server for z/0S Migration from CICS TS Version 1.3

Changes for CICS Transaction Server for z/OS, Version 3 Release 1

Technical changes
e There are new resources:

PIPELINE

See [Chapter 22, “PIPELINE resource definitions,” on page 165|
URIMAP

See [Chapter 35, “URIMAP resource definitions,” on page 351|
WEBSERVICE

See [Chapter 36, “WEBSERVICE resource definitions,” on page 365

For several CICS releases, BTAM terminals have been supported only
indirectly—that is, by transaction routing from a back-level terminal-owning region
to which the terminals were attached. In CICS Transaction Server for z/OS,
Version 3 Release 1, this indirect support is removed. BTAM is no longer
supported and references to it have been removed.

Because CICS no longer supports the ACB interface of the Telecommunications
Access Method (TCAM), and supports the DCB interface only indirectly:

— Many incidental references to TCAM have been removed.

— The “TCAM DCB interface” topic has been removed.

— Parts of the “TCT—terminal control table” topic have been rewritten.
Because of the removal of support for Java program objects and hot-pooling
(hpj), the following changes are made:

— The HOTPOOL attribute is removed from the PROGRAM resource definition.
— The sample application program group DFH$JAVA is removed.

— DFHTASK field 278, CICS MAXHPTCBS delay time, is removed from the
DFHMCT TYPE=RECORD macro.

Changes for CICS Transaction Server for z/OS, Version 2 Release 3

The more significant changes for this edition are:

Technical changes

There are changes to the following resources:

ICORBASERVER)
e There are a new attributes: ASSERTED and OUTPRIVACY

TCPIPSERVICE|
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* There is a new attribute: PRIVACY
* You cna specify additional values for the AUTHENTICATE
attribute.
Structural changes

» Syntax diagrams have added, showing the relationship between
attributes for each resource.

Changes for CICS Transaction Server for z/OS, Version 2 Release 2

The more significant changes for this edition are:

Technical changes
There are changes to the following resources:
ICORBASERVER)

¢ There are new attributes: AUTOPUBLISH, CLIENTCERT,
DJARDIR, SSLUNAUTH, and UNAUTH.

¢ These attributes are now obsolete: PORT, SSL, and SSLPORT.
DB2CONN
¢ There are new attributes: DB2GROUPID and RESYNCMEMBER.

* The descriptions of these attributes have changed: DB2ID,
PRIORITY and TCBLIMIT.

DB2ENTR
» The description of the PRIORITY attribute has changed.

[TCPIPSERVICE|
¢ There is a new attribute: ATTACHSEC.

E

» Attribute XRFSIGNOFF is superseded by RSTSIGNOFF.

YPETERM
» Attribute XRFSIGNOFF is superseded by RSTSIGNOFF.

Stuctural changes

 There are minor changes to the way information in [Table 36 on page 613
and [Table 37 on page 621|is presented.

Changes for CICS Transaction Server for z/OS, Version 2 Release 1

Technical changes

New resource types introduced to support enterprise beans:
— CORBASERVER, for defining Corba Servers

— DJAR, for defining deployed jar files

Enhancements to the PROFILE, REQUESTMODEL, TCPIPSERVICE
and TRANSACTION resource definitions to support enterprise beans.

The MIGRATE function has been removed from the DFHFCT macro
resource definition.

Support for DFHDCT macro resource definition is removed.

Structural changes
* The opening two chapters have been combined.
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* The resource type descriptions have been moved to the first part of the
book.

» Each resource definition chapter is in three parts:
— A description of the resource definition type
— How to create the resource definition, with cross-references to related
topics.
— Attribute descriptions.

Changes for CICS Transaction Server for 0S/390, Version 1 Release 3

» The following new resource type are introduced:
— DOCTEMPLATE
— ENQMODEL
— PROCESSTYPE
— REQUESTMODEL
— TCPIPSERVICE
— TSMODEL

CEDA and DFHCSDUP commands are modified to support them.

* A remove option is added to the DELETE and MOVE commands.

* The MIGRATE command is enhanced so that you can migrate existing TST
macro definitions to TSMODEL resource definitions.

* Two new fields, JVM and JVMClass, have been added to the CEDA DEFINE
PROGRAM panel, to support running Java applications under the control of a
JVM.

¢ The USERDEFINE command is made available from DFHCSDUP

Summary of changes  XiX
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Part 1. About resource definition

This part contains an introduction to resource definition.
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Chapter 1. An overview of resource definition

To run your system, you need to supply CICS with information about your system
resources, including software resources such as programs and data, and hardware
resources such as terminals, printers, and telecommunications links. Many of the
properties of these resources are variable, so you can choose the particular
functions and combinations of resources that your business needs. Resource
definition is the process by which you tell your CICS system which resources to
use, what their properties are, and how it can use them.

Every resource is defined with a set of attributes. The attributes are the properties
of the resource, telling CICS, for example, whether a file can be updated, what
security level should be given to a transaction, or the remote systems with which
CICS can communicate.

Methods for defining resources

For most resources, you can define resources to CICS by several different
methods.

CICSPlex SM Business Application Services
You can use CICSPlex SM Business Application Services (BAS) to define
and manage resources. Definitions are stored in the CICSPlex SM data
repository and can be installed either automatically, during CICS
initialization, or dynamically, into a running CICS system. For information on
CICSPlex SM BAS, see CICSPlex System Manager Managing Business
Applications.

Resource definition online (RDO)
This method uses the CICS-supplied online transactions CEDA, CEDB, and
CEDC. Definitions are stored in the CICS system definition (CSD) file, and
are installed into an active CICS system from the CSD file.

DFHCSDUP offline utility
This method allows you to make changes to definitions in the CSD file by
means of a batch job submitted offline. The definitions are stored in the
CSD file

Automatic installation (autoinstall)
Autoinstall minimizes the need for a large number of definitions, by
dynamically creating new definitions based on a “model” definition provided
by you.

System programming, using the EXEC CICS CREATE commands
You can use the EXEC CICS CREATE commands to create resources
independently of the CSD file. For further information, see the CICS System
Programming Reference.

Macro definition
You can use assembler macro source to define resources that cannot be
stored on the CSD. The definitions are stored in assembled control tables in
a program library, from which they are installed during CICS initialization.

You must use macro instructions to define non-VTAM® networks and
terminals, non-VSAM files, databases, and resources for monitoring and
system recovery.

© Copyright IBM Corp. 1982, 2011 3



Table 1. Resources and how you can define them to the running CICS system

Which methods you use depends on the resources you want to define.|iable 1|
shows you the methods you can use for each resource. [Table 2 on page 5[ suggests
some of the things you should consider when deciding which definition method to

use.

Resource CICSPlex SM BAS |RDO/EXEC CICS |DFHCSDUP Autoinstall Macro
CREATE
commands

Connections Yes (CONNDEF) Yes Yes Yes No
(CONNECTION)

CorbaServers Yes (EJCODEF) Yes Yes No No
(CORBASERVER)

DB2°® Connections | Yes (DB2CDEF) Yes (BD2CONN) Yes No No

DB2 entries Yes (DB2EDEF) Yes (BD2ENTRY) |Yes No No

DB2 transactions Yes (DB2TDEF) Yes (DB2TRAN) Yes No No

Deployed jar files Yes (EJDJDEF) Yes (DJAR) Yes No No

Document template | Yes (DOCDEF) Yes Yes No No
(DOCTEMPLATE)

Enqueue models Yes (ENQMDEF) Yes (ENQMODEL) |Yes No No

FEPI node lists Yes (FENODDEF) |No No No No

FEPI pool Yes (FEPOODEF No No No No

definitions

FEPI property sets |Yes (FEPRODEF No No No No

FEPI target lists Yes (FETRGDEF) |No No No No

Files (BDAM) No No No No Yes

(DFHFCT)

Files (VSAM) Yes (FILEDEF) Yes (FILE) Yes No No

File segments Yes (FSEGDEF) No No No No

(CICS for OS/2

only)

IPIC connections Yes (IPCONDEF) Yes (IPCONN) Yes No No

Journals Yes (JRNLDEF) No No Yes No

Journal models Yes (JRNMDEF) Yes Yes No No
(JOURNALMODEL)

LIBRARY resources | Yes (LIBDEF) Yes (LIBRARY) Yes No No

Local shared Yes (LSRDEF) Yes (LSRPOOL) Yes No No

resource (LSR)

pools

Map sets Yes (MAPDEF) Yes (MAPSET) Yes Yes No

Partition sets Yes (PRTNDEF) Yes Yes Yes No
(PARTITIONSET)

Partners Yes (PARTDEF) Yes (PARTNER) Yes No No

Process types Yes (PROCDEF) Yes Yes No No
(PROCESSTYPE)

Profiles Yes (PROFDEF) Yes (PROFILE) Yes No No

Programs Yes (PROGDEF) Yes (PROGRAM) Yes Yes No
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Table 1. Resources and how you can define them to the running CICS system (continued)

Resource CICSPlex SM BAS | RDO/EXEC CICS |DFHCSDUP Autoinstall Macro
CREATE
commands
Recoverable No No No No Yes
service elements (DFHRST),
Request models Yes (RQMDEF) Yes Yes No No
(REQUESTMODEL)
Sessions Yes (SESSDEF) Yes (SESSIONS) Yes No. No
TCP/IP services Yes (TCPDEF) Yes Yes No No
(TCPIPSERVICE)
Temporary storage | No No No No Yes
(defined by macro) (DFHTST)
Temporary storage | Yes (TSMDEF) Yes (TSMODEL) Yes No No
models (resource
definition)
Terminals No No No No Yes
(non-VTAM) (DFHTCT)
Terminals (VTAM) | Yes (TERMDEF) Yes (TERMINAL) Yes Yes No
Transactions Yes (TRANDEF) Yes Yes No No
(TRANSACTION)
Transaction classes | Yes (TRNCLDEF) |Yes (TRANCLASS) |Yes No No
Transient data Yes (TDQDEF) Yes (TDQUEUE) Yes No No
queues
(destinations)
Typeterms Yes (TYPTMDEF) |Yes (TYPETERM) |Yes No No

Table 2. Methods of resource definition

Method Description Advantages Disadvantages
CICSPlex SM | Using BAS, you can create, - Centralized resource None
BAS maintain, and install CICS definition
resources in a running CICS . Logical .
system. For full information, see ogical scoping
the CICSPlex System Manager |* Distributed resource
Managing Business installation
Applications.
RDO This method uses the CEDA RDO is used while CICS is Because CEDA operates on an
transaction, which allows you to | running, so allows fast access |active CICS system, care
define, alter, and install to resource definitions. should be taken if it is used in a
resources in a running CICS production system. Use some
system. form of auditing as a control
mechanism.
EXEC CICS This method allows you to add | It enables configuration and CREATE commands neither
CREATE CICS resources to a CICS installation of CICS resources refer to nor record in the CSD
system region without reference to the |for large numbers of CICS file. The resulting definitions are
commands CSD file. regions from a single lost on a cold start, and you
management focal point. It also |cannot refer to them in a CEDA
allows you to write applications |transaction.
for administering the running
CICS system.
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Table 2. Methods of resource definition (continued)

and assemble macro
instructions to define resources
in the form of tables.

methods.

Method Description Advantages Disadvantages

DFHCSDUP DFHCSDUP is an offline utility |. yoy can modify or define a |+ You cannot install resources
that allows you to define, list, large number of resources in into an active CICS system.
and modify resources using a one iob .

) Job. * You cannot make updates via
batch job. DFHCSDUP can be :
. * You can run DFHCSDUP DFHCSDUP against a
invoked as a batch program or . : .
f . against a non-recoverable recoverable CSD file that is
rom a user-written program CSD file while it is bein bein din RLS
running either in batch mode or h (;T)V\; ne 1 gc?s: 9 eldg accessed |
under TSO. Using the second share eyveeSLS mode.
method, you can specify up to regéons using access
five user exit routines within mode.
DFHCSDUP.

Autoinstall This applies to VTAM terminals, |If you have large numbers of You must spend some time
LU6.2 sessions, journals, resources, much time is needed | initially setting up autoinstall in
programs, mapsets, and to define them, and if they are | order to benefit from it.
partitionsets. You set up “model” | not all subsequently used,
definitions using either RDO or | storage is also wasted for their
DFHCSDUP. CICS can then definitions. Using autoinstall
create and install new reduces this wasted time and
definitions for these resources | storage.
dynamically, based on the
models.

Macro Using this method, you code Where possible, use the other

* You can change the
definitions contained in the
tables while CICS is running,
but you must stop and restart
CICS if you want it to use the
changed tables.

* You must do time-consuming
assemblies to generate
macro tables.

Using the CSD and control tables together

In the following cases, you can mix resources that are defined in the CSD with
resources that are defined in control tables:

1. On an initial or cold start, you can mix file control resources that are defined in
the CSD with those that were defined using DFHFCT macros. BDAM file
definitions are loaded from the DFHFCT load module first, then the definitions
for other types of files are loaded from the RDO groups specified in the
GRPLIST system initialization parameter. When CICS is running, you can use
CEDA commands to add more file resource definitions.

2. You can also mix resource definitions for VTAM terminals that are defined using
RDO with resource definitions for the following non-VTAM terminals that are

defined in a TCT:

local or remote BSAM sequential devices
local or remote logical device codes (LDCs)
remote TCAM DCB terminals.

However, avoid duplicate terminal IDs, because a TCT entry using the same
terminal ID (TERMIDNT in the TCT) as a VTAM terminal in the CSD
(TERMINAL name in the CSD), prevents CICS installing the VTAM definition.
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Where resource definitions are held

Every resource defined to CICS by means of CEDA or DFHCSDUP is held on the
CICS system definition (CSD) file, which is a VSAM data set.

The CSD file can be defined as recoverable, so that changes made by CEDA or
CEDB that were incomplete when an abend occurred are backed out. CICS allows
a CSD file and its resource definitions to be shared between different CICS
systems. This is called compatibility mode and is intended for use when you want to
create or change resource definitions on a CDS file that is shared between different
releases. For more information on defining the CSD, see the CICS System
Definition Guide.

CICS control tables contain resource definition records for resources that cannot be
defined in the CSD. The tables and their resource definitions are created by using
the CICS table assembly macro instructions. You have to code assembler-language
macro statements for each resource to appear in the table, assemble the complete
set of macro statements, link-edit the output to produce a load module, and specify
the module suffix in DFHSIT. See[Chapter 48, “Defining resources in CICS control
ftables,” on page 501

How resource definitions are organized
Resource definitions held on the CSD are organized into groups and lists.

Group A collection of related resources on the CSD. Each resource that you define
must belong to a group; you cannot define a resource without naming the
group.

List  The names of groups that CICS installs at an initial or cold start. You can
add groups to lists if you want them installed at an initial or cold start, or if it
helps you to manage your groups better. Groups do not have to belong to
lists, and can be defined independently.

For more information on groups and lists, see [Chapter 3, “Groups and lists,” on|

How resources are managed

CICS includes a number of facilities that help you manage your resources once you
have created them on the CSD.

The resource management transaction CEDA
An online transaction that allows you to operate on resource definitions held
in the CSD.

The resource management utility program DFHCSDUP
A batch program that allows you to operate on and list the CSD offline.

The RDO command logs
Separate transient data queues that record information about resource
definition. See the CICS System Definition Guide.

The CICS global catalog
A data set that is not used exclusively for RDO, but is used to record
installed resource attributes for warm and emergency restarts. See the
CICS System Definition Guide.

CEMT CEMT is a CICS-supplied transaction that you use to invoke all the master
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terminal functions. The master terminal program provides dynamic user

control of the CICS system. By using this function, an operator can inquire
about and change the values of parameters used by CICS, alter the status
of the system resources, terminate tasks, and shut down the CICS system.

See CICS Supplied Transactions.

SPI commands
The CICS system programming interface (SPI) commands are used to
manage the CICS system and its resources. These commands, which
provide you with a command-level equivalent to the function of the master
terminal transaction (CEMT), fall into three categories:

+ Commands that retrieve information about a CICS resource or system

element

+ Commands that modify the status or definition of the system or a

resource, or invoke a system process

» Commands that modify or expand system execution by means of exits.

See theCICS System Programming Reference.

Commands for managing resources

You manage your resource definitions using commands supplied as part of CEDA
or DFHCSDUP. These commands allow you to work with your resources, for
example, by defining, deleting, copying, and renaming.

The commands are listed in|Table 3} For the syntax of these commands and
information on how to use them, see CICS Operations and Utilities Guide. To help
you use CEDA, see [Chapter 37, “The CEDA transaction tutorial,” on page 371/

Table 3. CEDA and DFHCSDUP commands

Command Function CEDA—see DFHCSDUP—
see
ADD Adds a group name to a list. “The CED cics
ADD command’| | Operations and
on page 393 Utilities Guide
ALTER Modifies the attributes of an existing resource cics
definition. Operations and
Utilities Guide
APPEND Copies a list to the end of another list. CICS

Operations and
Utilities Guide

CHECK (CEDA only)

Cross checks the resource definitions within a
group, or within the groups in a list or lists, up
to a maximum of four lists.

COPY Copies one or more resource definitions from cics
one group to another, or one resource definition Operations and
within a group. Utilities Guide
DEFINE Creates a new resource definition. CcICcS

Operations and
Utilities Guide
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Table 3. CEDA and DFHCSDUP commands (continued)

Command Function CEDA—see DFHCSDUP—
see
DELETE Deletes one or more resource definitions. CiCS

Operations and
Utilities Guide

DISPLAY (CEDA only)

Shows the names of one or more groups, lists,
or resource definitions within a group.

EXPAND (CEDA only)

Shows the names of the resource definitions in
one or more groups or lists.

EXTRACT (DFHCSDUP only)

Extracts and processes resource definition data
from groups or lists on the CSD file.

CICS
Operations and
Utilities Guide

INITIALIZE

Prepare a newly-defined data set for use as a
CSD file. The INITIALIZE command is
DFHCSDUP only.

CICS
Operations and
Utilities Guide

INSTALL (CEDA only)

Dynamically adds a resource definition or a
group of resource definitions to the active CICS
system.

LIST (DFHCSDUP only)

Produce listings of the current status of the
CSD file.

cics
Operations and
Utilities Guide

LOCK (CEDA only)

Prevents other operators updating or deleting a
group or the groups in a list.

MIGRATE (DFHCSDUP only)

Transfers the contents of a terminal control
table (TCT), temporary storage table (TST), file
control table (FCT), or destination control table
(DCT) to the CSD.

cics
Operations and
Utilities Guide

MOVE (CEDA only)

Moves one or more resource definitions from
one group to another.

PROCESS (DFHCSDUP only)

Applies maintenance to the CSD file for a
specific APAR.

cics
Operations and
Utilities Guide

REMOVE

Removes a group name from a list.

cics
Operations and
Utilities Guide

RENAME (CEDA only)

Renames a resource definition, either within a
group, or while simultaneously moving it to
another group.

Chapter 1.
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Table 3. CEDA and DFHCSDUP commands (continued)

user-defined groups for a resource. The
definition of the matched resource in an
IBM-supplied group is compared to the
definition(s) of the corresponding matched
resource in the user groups.

Command Function CEDA—see DFHCSDUP—
see
SCAN (DFHCSDUP only) Scans all of the IBM-supplied groups and CICS

Operations and
Utilities Guide

SERVICE (DFHCSDUP only)

Applies corrective maintenance to the CSD file.

Operations and
Utilities Guide

UNLOCK (CEDA only)

Releases a lock on a group or list.

UPGRADE (DFHCSDUP only)

Upgrades the CICS-supplied resource
definitions on the CSD file (for example, when
you migrate to a higher release of CICS).

cics
Operations and
Utilities Guide

USERDEFINE

Creates a new resource definition with your own
defaults.

cics
Operations and
Utilities Guide

VERIFY (DFHCSDUP only)

Removes internal locks on groups and lists.

cics
Operations and
Utilities Guide

VIEW (CEDA only)

Shows the attributes of an existing resource
definition.

Shared resources for intercommunication

Resources that reside on a remote system, but are accessed by a local CICS
system, have to be defined on both the remote and local systems. To avoid
duplicating definitions in the CSD files for the local and remote systems, you can
create resource definitions on a CSD file that is shared by the local and remote
systems. This reduces disk storage and maintenance, because you require only
one CSD file record for each shared resource.

If you decide to use dual-purpose resource definition, you may want to consider
reorganizing your resources within your resource definition groups. For example,
you might currently have two groups: one containing all the resources for a CICS
transaction-owning region (TOR), and one containing all the resources for a CICS
application-owning region (AOR).

When you use shared resource definitions, you can have three groups, with the first
group containing resources specific to the TOR, the second group containing
resources specific to the AOR, and the third group containing resources to be
installed in both the TOR and the AOR.
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These resources should be defined as both local and remote. When the definition is
installed on the TOR, CICS compares the SYSIDNT name with the
REMOTESYSTEM name. If they are different, a remote transaction definition is
created. When the definition is installed on the AOR, CICS compares the
REMOTESYSTEM name with the SYSIDNT name. If they are the same, a local
transaction definition is installed.

Dual-purpose resource definition can be used with the following resources:

* Files

* Programs

» Temporary storage models (TSMODELSs)
* Terminals

» Transient data queues (TDQUEUES)

» Transactions

Security of resource definitions

CICS provides a number of facilities that help you keep your resource definitions
secure from unauthorized use.

When you are considering the security of your resource definitions:

Limited access to resource definitions in the CSD
You should limit read/write access to resource definitions in the CSD to a
small number of people. To do this:

Protect groups of resources by using the CEDA command LOCK

Protect the list of resource groups that is specified in the system
initialization parameter GRPLIST by using the CEDA command LOCK

Use the CEDB transaction to create resource definitions, but not to
INSTALL them

Use the CEDC transaction for read-only access to resource definitions.

Resource security checking

Resource security checking ensures that terminal operators can access
only those resources for which they have been authorized. You can use
resource security checking (RESSEC) for the TRANSACTION definition.

Multiple CSD files

You can have different CSD files for different CICS systems. The users of
one CICS do not have access to the CSD file for another CICS.

You could have a test CSD file in a system where the RDO transactions
can be used, and a production CSD file in a system where the RDO
transactions are not available. There would then be no chance of
unauthorized users altering resource definitions needed for production work.

Read-only and update definitions for the same CSD file

Having two CSD files means duplicating resource definitions for resources
that are shared by more than one system. An advantage of RDO is that you
need only one definition for each resource. You can define one CSD file to
be shared among several CICS systems with only one having write access.
To do this, you define one CSD file differently to different systems by using
the CSDACC system initialization parameter. For the system where the
CSD file can be used but not updated, you specify:

CSDACC=READONLY
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and, for the system where you are planning to update the CSD, you
specify:
CSDACC=READWRITE

You need READONLY access to install definitions. This also allows you to

use the DISPLAY and VIEW commands. You need READWRITE access to
use the ADD, APPEND, ALTER, COPY, MOVE, and RENAME commands.

For information on defining the CSD file, see the the CICS Operations and
Utilities Guide.

Controlling access to a group or list—LOCK and UNLOCK

RDO also provides a means of controlling access to any group or list, so
that users in the same system can have different types of access. This is
done with the LOCK and UNLOCK commands.

The LOCK and UNLOCK commands enable you to control update access
to a group or list so that only operators with the same operator identifier
can make changes.

The lock is held on the CSD file and remains in effect across restarts of
CICS. The lock is owned by the user, who is identified by a combination of
the CICS generic applid (specified by the APPLID system initialization
parameter), and the user's operator identifier (OPIDENT).

The OPIDENT is the one associated with the user when he or she signs on
to the terminal used for RDO. For further information on OPIDENT, see
[CICS RACF® Security Guidd

Any user who is not signed on or who has a different OPIDENT is not
allowed to perform any operation that would change the locked group.
However, any user is allowed to do the following things to a locked group:
+ COPY

+ CHECK

* DISPLAY

* INSTALL

+ VIEW

The lock can be removed, using the UNLOCK command, only by a user on
the same system and with the same operator identifier.

It would be wise to put a lock on your group of TYPETERMs and on your
group of AUTINSTMODEL TERMINALSs.

Controlling access to the RDO transactions

Recommended access for the CEDA, CEDB, and CEDC transactions is as
follows:

* CEDC can be given fairly wide access, because it allows only read-only
commands.

» CEDB should be restricted, because it allows modification of the CSD file
as well as read-only commands.

» CEDA should be further restricted to the few people allowed to modify
both the active CICS system and the CSD file.

Installing resources
A user who is authorized to use CEDA can install any resources in the
CICS system: beyond checking the user's authority to use the transaction
itself, CICS does not do any command or resource security checking in the
CEDA transaction.
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This is not the case for transactions that use the CREATE command to
install resources; here, CICS uses

* command security to check that the user is authorized to use the
CREATE command. For more information, see CICS RACF Security
Guide.

* resource security to check that the user is authorized to modify the
resource in question. For more information, see CICS RACF Security
Guide.

Getting started with resource definition

There are several steps that you must perform to begin defining resources.

1.

2.

Create and initialize a CSD. See the CICS System Definition Guide for
information on how to do this.

Migrate macro level resource definitions. If you are moving to CICS Transaction

Server for z/OS from an earlier release and you have macro level resource

definitions for any of the following tables, you must migrate them to the CSD:

* The program control table (PCT)

* The processing program table (PPT)

* The file control table (FCT), apart from entries that define BDAM files

* The terminal control table (TCT) entries for VTAM terminals, intersystem
communication links, and multiregion operation links.

* The destination control table (DCT)

In addition, you are advised to migrate the temporary storage table (TST) to the
CSD: many attributes that you can specify on the CSD have no macro
equivalent.

For more information about migrating macro level resource definitions, see the
CICS Operations and Utilities Guide.

Run a DFHCSDUP UPGRADE job. Do this to bring the CICS supplied
definitions in your CSD file up to the level of CICS Transaction Server for z/OS,
Version 3 Release 2. See [The DFHCSDUP UPGRADE command” on page|

he CICS Operations and Utilities Guide for information on how to do this.
Work with your resource definitions. Use[Table 1 on page 4 and[Table 2 on page|
to help you decide which methods to use to define and manage your
resources.

* If you want to use CEDA, read [Chapter 37, “The CEDA transaction tutorial,”]
on page 371| for help in using CEDA and [Chapter 38, “Resource management]
transaction CEDA commands,” on page 393 for reference information.

* If you want to use DFHCSDUP, read theCICS Operations and Utilities Guide.

+ If you want to use autoinstall, read [Chapter 40, “Introduction to autoinstall,’|
on page 461.

+ If you want to use macro definitions, read [Chapter 47, “Introduction to CICS|
fcontrol tables and macros,” on page 495
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Chapter 2. CSD file management

The CICS system definition (CSD) file is a VSAM data set containing a resource
definition record for every resource defined to CICS by means of CEDA or
DFHCSDUP.

The CSD can be defined as recoverable, so that changes made by CEDA or CEDB
that were incomplete when an abend occurred, are backed out.

You can change the contents of the CSD without interfering with a running CICS
region that uses the CSD. This is because when you install the definitions in the
CICS region, CICS copies the information from the CSD, and keeps it in its own
storage. You can also change the definitions in the running CICS region by
reinstalling them, or add more definitions by installing new ones.

Compatibility mode (CSD file sharing)

CICS allows a CSD file and its resource definitions to be shared between different
CICS systems. The systems might be running the same or different releases of
CICS. Compatibility mode is intended for use when you want to create or change
resource definitions on a CSD file that is shared between different releases.

All maintenance should be done under the latest release of CICS. This avoids the
risk of earlier releases modifying entries created under more recent releases with
new attributes that the older version does not recognize. Ensure this by restricting
write access to the CSD file to the latest release. See the CICS System Definition
Guide for further details on defining CSD files.

Compeatibility mode is entered by using PF2 on the CEDA panels where it is
available. It gives you access to those attributes that were current at your earlier
release, but are obsolete at your later release. However, you can use compatibility
mode only with commands affecting individual resources: you cannot perform
generic commands (ALTER, DEFINE, and VIEW) in compatibility mode.

There is more information about issues relating to compatibility mode in the
following places:

* For the usage and meaning of attributes and their compatibility with previous
releases of CICS, see|Appendix A, “Obsolete attributes,” on page 603

* For information about what compatibility groups you need in your startup group
list for CSD file sharing to work, see [‘CICS-supplied compatibility groups” on|
page 621,|and the CICS Transaction Server for zZOS Migration from CICS TS
Version 3.1, which has a table showing the DFHCOMPX groups you need to
include for the earlier releases.

Creating a CSD file

If you do not already have a CSD file, you must create one. For detailed information
about creating a CSD file, see the CICS System Definition Guide.

You can create more than one CSD file, depending on your requirements. For

example, you can have different CSD files for different systems, so that your test
systems and production systems are separate from each other.
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You can also share one CSD file between CICS releases; see [‘Compatibility mode|
[(CSD file sharing)” on page 15.|

When the CSD file has been initialized, it contains a number of groups (all
beginning with the letters 'DFH') containing related resource definitions, and one list,
called DFHLIST. These definitions are supplied by CICS and are necessary for
some system functions and for running CICS-supplied transactions.
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Chapter 3. Groups and lists

Information on the CSD file is organized into groups and lists. The main purpose
of the group is to provide a convenient method of collecting related resources
together on the CSD file. Every resource that you define must belong to a group;
you cannot define a resource without also naming its group.

A list contains the names of groups that CICS installs at an initial or cold start. You
can add groups to lists if you want them to be installed at an initial or cold start, or
if it helps you to manage your groups better. Groups do not have to belong to lists,
and can be defined independently.

What should be in a group?

Usually, the definitions within a group have something in common. For example:

For application resources:

* It is more convenient to keep all the resource definitions belonging to one
application in one group.
+ If you use PARTITIONSET or PROFILE definitions for many applications, keeping

them separate in their own groups avoids the possibility of unnecessary
duplication.

For communication resources:

» SESSIONS definitions must be in the same group as the CONNECTION
definition to which they refer. You may have more than one group of definitions
for each system and its sessions with other systems, in a single CSD file that is
shared by all the systems. Be careful that you install each group of definitions in
the correct system.

* Restrict a group to contain only one CONNECTION definition with its associated
SESSIONS definitions.

» Keep all your TYPETERM definitions in one group. This avoids the possibility of
unnecessary duplication. You must put the group of TYPETERMSs before the
groups of TERMINAL definitions in your lists.

» It is convenient to group TERMINAL definitions according to departmental
function or geographical location.

* You must keep all the TERMINAL definitions for one pool of pipeline terminals in
the same group.

» Keep AUTINSTMODEL TERMINAL definitions separately in a group of their own.

For CORBA resources:

* A CORBASERVER definition must be in the same group as the DJAR definitions
that refer to it, or in a group that is installed before the group containing those
DJAR definitions, otherwise CICS may attempt to install the DJAR before the
CORBASERVER it requires.

For transient data resources, sample definitions for the CICS-supplied transient data
queues (those beginning with the letter “C”) are provided in group DFHDCTG. For
these definitions to become available for use at the earliest possible point during
CICS initialization, include group DFHDCTG as the first group installed during an
initial or cold start.
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How many resource definitions should a group contain?

Try to keep your groups to a manageable size; ideally, there should be no more
than about 100 resource definitions in a group. Allocate your resource definitions
between groups to obtain optimum performance, in both system and administration
terms. The following considerations may help:

* A large group can involve a lot of unnecessary processing time to install. This is
particularly true of those containing TERMINAL and SESSIONS definitions,
because they take a large amount of dynamic storage.

» A large number of very small groups can also use unnecessary processing time,
because of the extra I/O involved in reading many group names from the CSD
file. In theory, you could have one resource definition per group, but this is not
recommended; the processing of a large number of single-resource groups can
affect DASD space, initial or cold start performance, and the performance of both
CEDA and DFHCSDUP.

« Administration is easier if you have smaller groups. For example, the DISPLAY
GROUP ALL command involves a lot of scrolling if the resource definitions in the
group extend over many screens. You cannot see at a glance the contents of a
large group.

* You may find that you have storage problems when you EXPAND, COPY, or
INSTALL a large group. In particular, if a very large number of CSD file records
are defined in a region with a small dynamic storage area, issuing a CEDA
EXPAND GROUP(*) command can result in the system going short on storage
(SOS).

Setting up lists for initialization

You can specify up to four lists, using specific or generic naming, on the GRPLIST
system initialization parameter. The default list is the CICS-supplied list DFHLIST.

The lists that you name in the GRPLIST system initialization parameter must
include all the resource definitions required by CICS. These are supplied by CICS
and are added to the CSD file when you initialize it before starting to use RDO. (For
further information about this, see the the CICS Operations and Ultilities Guide.)

To create a list containing both CICS-supplied and your own resource definitions:

1. Start to create the list that you use to initialize CICS, by appending DFHLIST to
a new list. For example:

CEDA APPEND LIST(DFHLIST) TO(INITLIST)

This ensures that all CICS-supplied definitions are installed, whether or not you
need to change them.

2. Remove the groups containing definitions for function that you do not require.
For example:
CEDA REMOVE GROUP(DFHMISC) LIST(INITLIST)

3. Copy all the resource definitions that you need to change into your own groups.
For example:

CEDA COPY TRANSACTION(CEDF) GROUP(DFHOPER) TO(SECTRANS)
CEDA COPY PROFILE(DFHCICST) GROUP(DFHSTAND) TO(REQMOD)

Do not rename the copies. You can now use ALTER to change the attributes as
necessary. For example:

CEDA ALTER TRANSACTION(CEDF) GROUP(SECTRANS)
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4. Add these groups to your list for initialization. For example:

CEDA ADD GROUP(SECTRANS) LIST(INITLIST)
CEDA ADD GROUP(REQMOD)  LIST(INITLIST)

Make sure that you add this group after the DFH groups. Although you now
have two definitions for the resources that you have altered, the second
definition in the list is the one that will be installed, if you name this list as a
GRPLIST parameter when you initialize CICS.

5. Add any other groups containing resource definitions of your own that you want
to use, or append other lists. Your list might look like this:

DFHBMS
DFHCONS

DFHVTAMP
SECTRANS
REQMOD
ZEMAPPL
ZEMCOMM
ZEMTYPES
ZEMTERMS

Note that the group containing the TYPETERMs should come before the groups
containing the TERMINAL definitions.

6. Cold start your CICS system, naming the list or lists that you have created in
the GRPLIST system initialization parameter. For example:

START=COLD,GRPLIST=INITLIST

Using several lists

You can create lists that contain different sets of groups so that you can initialize
different “flavors” of CICS using the GRPLIST system initialization parameter.

Using different lists at different times

It is recommended that you initialize your CICS system with the START=AUTO
system initialization parameter, so that the CICS catalog is used to define the
system whenever possible, instead of the list or lists named in the GRPLIST
operand. However, if you use CICS differently each time you initialize it, specify the
START=COLD system initialization parameter, and specify a different list to define
your system every time you initialize CICS. For example, you might have:

« A different list for each day of the week, if the pattern of work is different on each
day.

» Alist for the CICS used for the day shift, and a list for the CICS used for the
night shift.

» A test only list used only when CICS is started up by the system programmers on
a day of rest (for example).

» For security reasons, a special list containing groups of restricted resource
definitions. You could append this list to your usual one, when these resources
are needed.

Consider how you might use the list and group mechanisms with transactions
related to a company's salary operations.

Assume that some transactions used by the salary administrators are used every
day. For example, a transaction for handling an employee's tax details may have to
be performed at any time. Other transactions, such as minor weekly or monthly
payroll adjustments, are run at predefined intervals, or on specific days or dates.
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You would therefore not want to include the same mixture of transactions and
programs every time the system was started up.

By creating a resource definition group for taxation transactions, and another for
payroll transactions, you could add them to different lists to produce the required
system tables for different days. In the above example, one list would identify only
the taxation group; the other would identify both taxation and payroll groups. You
would specify the appropriate list in a system initialization parameter.

Clearly, a real system would have many more groups and lists than this.

Using different lists for different CICS systems

If you are running more than one CICS system in the same MVS image, you may
use the same CSD file to define your resources to both systems. This helps you to
ensure that each system has the same definition of resources where necessary.
You probably do not want to use all the same resources in each system, so you
could create a list for each system. You name the appropriate list in the system
initialization parameter for each system.

For example, you might have two production CICS systems sharing a CSD file.
Assume that one production system runs three applications: customer inquiry,
billing, and adjustments. Each application has its own resources (programs, map
sets, and transactions), so you put the resource definitions in three groups:
CUSTINQ, CUSTBILL, and CUSTADJ. Then you add these groups to a list called
CICS1A.

Another production system runs two more applications in addition to customer
inquiry: customer update and customer credit authorization. For these, you create
two more groups (CUSTCRED and CUSTUPDT) and another list called CICS1B.

CICS1B contains the same CUSTINQ group as CICS1A, and it also contains
CUSTCRED and CUSTUPDT. If you decide, for performance reasons, to move one
of your applications to a different CICS system, all you need to do is add the
appropriate group name to the appropriate list. The next time you initialize CICS
with this list specified in the GRPLIST system initialization parameter, you install the
new group.

Using different lists when you introduce changes

The list with which you initialize CICS is a definition of your system (for RDO
resources). When you introduce changes to your resources, it is useful to create a
new list, keeping the old list to return to if something goes wrong. Then you can
reinitialize CICS with the old list, knowing that everything is as it was previously.

Creating groups and lists

A group is created when you specify it as the GROUP name in a DEFINE
command or as the TO group in a COPY command. For example, the command:

CEDA DEFINE PROGRAM(PROG1) GROUP(MYGROUP)

defines a program called PROG1, and creates a group called MYGROUP if it does
not already exist.

These are the only ways to create a group; a nonexistent group can be named in a
list, but naming it in a list does not create it.
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A group must not have the same name as an existing group or list.

You can create a list in either of the following ways:

* Use the ADD command to add a group to a list. If the specified list does not
exist, it is created.

» Use the APPEND command to append the contents of one list to another list. If
the appended-to list does not exist, it is created, containing the contents of the
first list.

A list must not have the same name as an already existing group or list.

Checking groups and lists of resource definitions for consistency

The CEDA CHECK command” on page 396| checks the consistency of definitions
within a group or within all of the groups within a list or lists. It does not, however,
cross-check every attribute of a resource. You may still get error messages when
installing a group, although there were no problems when you used the CHECK
command.

If you use the CHECK GROUP command, CEDA cross-checks all of the resources
in a specified group to ensure that the group is ready to be used. For example,
CHECK might warn you that a transaction definition within the group does not name
a program within the same group. (Note, however, that this might not be an error.
The group might intentionally be paired with a group that does contain the program,
or you may want the program to be autoinstalled, in which case it would not have a
definition.)

If you use the CHECK LIST command, CEDA cross-checks every group named in
the list. It does not simply check each group in turn, but merges the definitions in all
of the listed groups, and checks them all. In this way it warns you if there are
duplicate resource definitions, or references to definitions that do not exist.
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Chapter 4. Resource definition installation

When a resource definition is installed, information about the resources is used to
construct the data structures that represent the resource in the CICS address
space.

What happens when CICS is initialized

When you initialize CICS, what happens to your resource definitions depends on
the type of start. This is defined in the START system initialization parameter;
START=INITIAL or an initial start, START=COLD for a cold start, and
START=AUTO for a warm or emergency restart.

Initial or cold start

During an initial or cold start, CICS creates system tables by installing groups
named in the list or lists named by the GRPLIST system initialization parameter. If
you installed a group with the INSTALL command during the previous CICS
execution, you must add its name to a list if you want it to be installed during a cold
start.

If you usually use START=COLD at CICS initialization, installing by means of a list
will probably be your standard way of making resource definitions available to
CICS. Use of the INSTALL command is a supplementary method, which you could
find very useful when testing a system, or if an unexpected need for a resource
arises when CICS is running.

You may not want to use the RDO transactions in a production system, for security
or performance reasons. In this case, the CSD file is shared by both systems, but is
read-only in the production system. You define all your production resources using
your development system, and install them in the production CICS system when
you cold start it.

Warm or emergency start

During a warm or emergency start, CICS recreates the tables from the resource
definitions stored in the system log and global catalog.

No reference is made to the CSD file, nor is the GRPLIST name used. So all
groups that had been installed by the end of the previous CICS execution are
reinstalled automatically at a warm or emergency restart. Thus any CICS system
modifications you have introduced using RDO will persist. For autoinstalled
resources, see the following:

* [‘What happens at CICS restart’ on page 471|

« [‘Recovery and restart for connection autoinstall’” on page 484

« [‘Program autoinstall and recovery and restart’ on page 488§

If you have named a different list in the GRPLIST operand, or if you have added
new groups to it after the last system initialization, CICS does not install the groups
in the new list during a warm or emergency restart, because CICS does not refer to
the list.

If you usually use START=AUTO at CICS initialization, using the INSTALL
command is your standard way of making resource definitions available to CICS.
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You use a list to define your system only when you need to do an initial or cold
start. You can ensure that your list is up to date by adding to it each group installed
using the INSTALL command.

What happens when you use the INSTALL command

Most resource definitions can be installed in groups or individually, and are
committed at the individual resource level. However, some VTAM terminal control
resource definitions must be installed in groups and are committed in installable
sets.

Some VTAM terminal control resource definitions within a CSD group are committed
at the installable set level. An installable set comprises those resources, such as a
CONNECTION and its associated SESSIONS, which are dependent in some way.
The backout of an installable set does not cause the whole group to be backed out.
The following types of resource definition are installed in installable sets:

+ CONNECTION and associated SESSIONS definitions

* Pipeline terminals—all the terminal definitions sharing the same POOL name

If a member of an installable group fails to install, CICS issues message
DFHZC6216 identifying the member that caused the installation of the set to fail.

All other resource types are committed individually, and not in installable sets. For
these resources, the effect of a partially successful group INSTALL is to leave the
resources that were added in a committed state.

For the installation of installable sets and for individual definition, an INSTALL may
not be successful for one of two reasons:

1. A resource definition could not be installed because it is currently in use.

2. A system failure occurred during installation.

You can use the CEDA INSTALL command to reinstall the same group used at a
cold or initial start, and the new definitions are installed successfully, even if some
original definitions are in use and fail to install.

How to install a limited number of data definitions

If you wish to install only a few new or changed definitions, install single resources.
(Note that the single-resource INSTALL of some CONNECTIONs and SESSIONS is
not possible.) Use of the single-resource INSTALL eliminates the problems of a
partial INSTALL caused by a failure.

However, if you wish to change or add a larger number of definitions, you might
prefer to install a new group. In that case, the following considerations apply:

* When you install a group containing an updated definition of an existing
resource, the installation fails if the resource is being used at the time. Make sure
that none of the resources in a group is in use before trying to install the group.

 Installation is a two-stage process: any existing definition for the resource must
be “deleted” from the system tables before a definition can be installed. This can
result in more than one message if the “deletion” fails and causes the installation
to fail.

* If you have several CICS systems that share the same CSD file, you must be
careful not to install a group of resources in the wrong system.
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Duplicate resource definition names

An RDO-defined definition overrides a macro-defined definition of the same name.
For example, if you try to install a definition for a VTAM terminal that has the same
name as a non-VTAM terminal, the VTAM terminal entry overwrites the non-VTAM
terminal entry.

If you INSTALL a group while CICS is active, the resource definitions in the group
override any of the same type and name already installed.

When an existing resource definition is replaced in this way, the statistics
associated with the old resource definition are transferred to the new definition. If a
PROGRAM definition is replaced, the program is relocated on the library and
loaded when the new definition is referenced for the first time. In effect, the new
definition implies a NEWCOPY operation. The same rules apply to map sets and
partition sets.

It is probably unwise to have more than one resource definition of the same name
on the CSD file, even for different resource types. You must keep PROGRAM,
MAPSET, and PARTITIONSET names unique. If you have, for example a
PROGRAM and a MAPSET with the same name, only one of them is available to
CICS. As far as names are concerned, after installation these definitions are treated
as if they were the same resource type.

For all resource types except TDQUEUESs and FILEs, if two groups in a list contain

resource definitions of the same name, and of the same resource type, CICS uses

the definition in the group that is later in the list.

» For TDQUEUE definitions, the first definition in the list is used.

» For FILE definitions, if the file is defined as ENABLED, the later installation of a
duplicate fails. However, if the file is defined as DISABLED, the later installation
of a duplicate succeeds.

The only reason why you might have more than one resource definition of the same

name is if you have alternative definitions of the same real resource, with different
attributes. These resource definitions must be in different groups.
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Part 2. RDO resource types and their attributes

This part describes the resource types that you can define, manage, and install
using RDO commands. The resource types are in alphabetical order.
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resource types and their attributes
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Chapter 5. RDO resource types and their attributes

This topic describes the resource types that you can define, manage, and install
using RDO commands. The resource types are in alphabetical order.

lists the resource definition types, with a brief description and a
cross-reference to where you can find more information.

Table 4. CICS RDO resources

Resource Description Reference
CONNECTION Defines a remote system with which your Chapter 6,
CICS system communicates, using “CONNECTION
intersystem communication (ISC) or resource definitions,’]
multiregion operation (MRO). on page 33|
CORBASERVER Defines an execution environment for Chapter 7,|
enterprise beans and stateless CORBA “CORBASERVER|
objects resource definitions,’]
on page 49|
DB2CONN Defines the attributes of the connection Chapter 8,
between CICS and DB2, and of the pool “DB2CONN resource]
threads and command threads used with the |[definitions,” on page|
connection. 61
DB2ENTRY Defines the attributes of entry threads used ||Chapter 9,|
by the CICS DB2 attachment facility. “DB2ENTRY resource]
definitions,” on page]
75
DB2TRAN Defines a transaction, or a group of Chapter 10,|
transactions, associated with a DB2ENTRY, |[‘DB2TRAN resource]
that are additional to the transactions definitions,” on page]
specified in the DB2ENTRY itself. ﬂ
DJAR Defines an instance of a deployed JAR file, ||[Chapter 11, “DJAR]
containing enterprise beans. resource definitions,’]
on page 85|
DOCTEMPLATE Defines the attributes of a document Chapter 12,|
template. “DOCTEMPLATE]
resource definitions,’]
on page 91|
ENQMODEL Defines a named resource for which the Chapter 13,
ENQ and DEQ commands have a “ENQMODEL
sysplex-wide scope. resource definitions,’]
on page 97|
FILE Defines the physical and operational Chapter 14, “FILE|
characteristics of a file. resource definitions,’]
on page 101|
JOURNALMODEL This resource definition provides the Chapter 16,|
connection between a CICS journal name “*JOURNALMODEL]
(or identifier) and the associated log streams |[resource definitionsﬂ
managed by the MVS system logger, or on page 13§|
between the journal name and the SMF log.
LSRPOOL The local shared resources (LSR) pool is a |Chapter 18,|
reserve of data buffers, strings, and “LSRPOOL resource]
Hiperspace™ buffers that VSAM uses when |[definitions,” on page]
processing access requests for certain files. ﬂ)l
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Table 4. CICS RDO resources (continued)

Resource

Description

Reference

MAPSET

Each interactive application using a display
device can use specific screen layouts, or
maps. Each map can be used by multiple
invocations of the same program, or by
different programs. You use either basic
mapping support (BMS) or Screen Definition
Facility (SDF) to create maps. Every map
must belong to a mapset.

Chapter 19, “MAPSET]|
resource definitions,’]

on page 15§|

PARTITIONSET

The screen areas of some display devices
(for example, the 8775 Display Terminal,
and the IBM 3290 Information Panel) can be
divided into partitions, each of which can
be treated as a separate display. Different
programs or transactions can write to or
receive input from different partitions.

Chapter 20,
“PARTITIONSET

resource definitions, ]
on page 152]

PARTNER

You use the PARTNER definition to enable
CICS application programs to communicate
via APPC protocols to a partner application
program running on a remote logical unit.
This interaction is called a conversation.

The PARTNER definition also facilitates the
use of the call to the interface with the
communications element of the System
Application Architecture.

Chapter 21 |
“PARTNER resource
definitions,” on page]
161

PIPELINE

A PIPELINE resource definition is used
when a CICS application is in the role of a
Web service provider or requester. It
provides information about the message
handler programs that act on a service
request and on the response.

Chapter 22,|

“PIPELINE resource
definitions,” on page
16

PROCESSTYPE

Using the CICS business transaction
services (BTS) API, you can define and
execute complex business applications
called processes.

A PROCESSTYPE resource definition
defines a BTS process-type. It names the
CICS file which relates to the physical
VSAM data set (repository) on which details
of all processes of this type (and their
activity instances) are to be stored. A
PROCESSTYPE resource definition

Chapter 23,|
“PROCESSTYPE|
resource definitions,’]

on page 16g|

PROFILE

The PROFILE definition is used to specify
options that control the interactions between
transactions and terminals or logical units. It
is a means of standardizing the use of, for
example, screen size and printer
compatibility. Each TRANSACTION
definition names the PROFILE to be used.

|Chapter 24,|

‘PROFILE resource|
definitions,” on page]

173

PROGRAM

You use the PROGRAM definition to
describe the control information for a
program that is stored in the program library
and used to process a transaction.

Chapter 25
“PROGRAM resource|
definitions,” on page]
181
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Table 4. CICS RDO resources (continued)

Resource Description Reference

REQUESTMODEL A REQUESTMODEL resource definition Chapter 26,|
provides the connection between an Internet [['REQUESTMODEL|
Inter-ORB Protocol (IIOP) inbound request |[resource definitions,’|
and the identifier of the CICS transaction on page 193]
that is to be initiated.

SESSIONS Before two systems can communicate using |[Chapter 27

ISC or MRO, they must be logically linked
through one or more sessions. The nature
of the link determines how they can
communicate. You specify the link in the
SESSIONS definition.

“SESSION resourcel

definitions,” on page]

20

TCPIPSERVICE

Use this resource to define which TCP/IP
services are to use CICS internal sockets
support. The internal CICS services that can
be defined are 1IOP, CICS Web support, and
ECI.

Chapter 28,
“TCPIPSERVICE|

resource definitions,’”]

on page 212'

TDQUEUE Defines the attributes of a transient data Chapter 29,|

queue. “TDQUEUE resource]
definitions,” on page]
231

TERMINAL CICS needs a definition for each terminal For VTAM terminals,
with which it communicates. A terminal's Chapter 30,|
unique properties are in its TERMINAL “TERMINAL resource]
definition. Properties that it has in common ||definitions,” on page]
with other terminals (usually static) are in 253 for non-VTAM
the TYPETERM definition. terminal,

TCT—terminal control|
fabie]

TRANCLASS By putting your transactions into transaction Chaéter 31 |
classes (TRANCLASSes), you can control “TRANCLAS
how CICS dispatches tasks. For example, resource definitions,’|
you can separate transactions into those on page 27g|
that are heavy resource users and those
that are of lesser importance, such as the
“Good morning” broadcast messages. You
can then use the attributes on the
TRANCLASS definition to control the
number of active and new tasks allowed
from each transaction class.

TRANSACTION A CICS application consists of one or more
programs written to perform a specific “TRANSACTION
function. A particular invocation of such an resource definitionsﬂ
application is a transaction. In the on page 28(_5]
TRANSACTION definition you specify
options related to functions provided by
CICS itself, such as transaction priority,
security key, and the length of the
transaction work area (TWA).

TSMODEL A TSMODEL resource definition allows you ||[Chapter 33,|

to specify a Temporary Storage queue name
prefix, and associate attributes with that
name. You can also map names directly to a
shared TS pool (without the need for a
shared sysid).

“TSMODEL resource]

definitions,” on page]

30
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Table 4. CICS RDO resources (continued)

Resource

Description

Reference

TYPETERM

A TYPETERM is a partial terminal definition
that identifies a set of common terminal
properties or attributes. Every TERMINAL
definition must specify a TYPETERM.
TYPETERMS make it easier to define your
terminals if you have many terminals of the
same kind.

Chapter 34,|

“TYPETERM resource]

definitions,” on page]

30

URIMAP

A URIMAP is a resource definition that
matches the URIs of HTTP or Web service
requests, and provides information on how
to process the requests.

Chapter 35, “URIMAP
resource definitions,”

on page 351

WEBSERVICE

A WEBSERVICE resource defines aspects
of the run time environment for a CICS
application program deployed in a Web
services setting, where the mapping
between application data structure and
SOAP messages has been generated using
the CICS Web services assistant.

Chapter 36,
“WEBSERVICE|

resource definitions,’”]

on page 36§|
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Chapter 6. CONNECTION resource definitions

A CONNECTION defines a remote system with which your CICS system
communicates, using intersystem communication (ISC) or multiregion operation
(MRO).

ISC uses the APPC or LUTYPEG6.1 communication protocol. MRO uses the IRC,
XM, or XCF/MRO access method.

See also|Chapter 15, “IPCONN resource definitions,” on page 123.|Like a
CONNECTION, an IPCONN defines a communication link to a remote system, but
in this case the connection uses the TCP/IP protocol.

When you define a CONNECTION, you give enough information to identify the
system and specify its basic attributes. You put details in the SESSIONS definition
about the sessions you use to communicate with the system. CICS uses the
CONNECTION name to identify the other system when the definition has been
installed. For other CICS systems connected via MRO, this name is typically the
same as that specified in the other CICS system as the SYSIDNT system
initialization parameter. For other systems connected via ISC, this name is typically
based on an acronym that describes the location of or the organization that owns
the system (for example, USA1 or IBMC).

The REMOTESYSTEM name on a TRANSACTION definition, or on a TERMINAL
definition, can refer to a CONNECTION definition through its CONNECTION name
(or to an IPCONN definition through its IPCONN name). These attributes are used
for transaction routing.

The REMOTESYSTEM name on a PROGRAM definition can refer to a
CONNECTION definition through its CONNECTION name (or to an IPCONN
definition through its IPCONN name). This attribute is used for distributed program
link.

The CONNECTION definition does not name associated SESSIONS.

Before you start creating definitions for intercommunication resources, see the CICS
Intercommunication Guide for further guidance. There you can find many useful
examples of the attributes you must specify for different types of links and sessions.

Special considerations for different connection types are:

MRO links and sessions
You define an MRO link using one CONNECTION definition, and its
associated parallel sessions using one SESSIONS definition.

ACCESSMETHOD
On the CONNECTION definition, specify this as IRC (for interregion
communication), or XM (for cross-memory services). IRC is used to
open and close the links.

PROTOCOL
On the SESSIONS definition, specify LU61 as the PROTOCOL. On the
CONNECTION definition, leave the PROTOCOL value blank.

SENDPFX, SENDCOUNT, RECEIVEPFX, RECEIVECOUNT
In one SESSIONS definition, you specify a number of send sessions
and a number of receive sessions. The values that you specify in these
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attributes are used to determine the names of the TCT entries created
when the definition is installed. (See [‘Installing connection definitions’|

on page 36.)

APPC links and parallel sessions
For APPC, the sessions are grouped into modesets. You define each
modeset with a SESSIONS definition, so you have as many SESSIONS
definitions as you require modesets. You define the link as a CONNECTION
definition. The following attributes are significant:

ACCESSMETHOD
On the CONNECTION definition, specify this as VTAM.

MAXIMUM
Use this to control the number of sessions in the modeset.

MODENAME
On the SESSIONS definition for each modeset, name the modeset with
the MODENAME. This is the name by which the modeset is known to
CICS when the definition is installed in the active system.

PROTOCOL
On both the CONNECTION and SESSIONS definitions, specify APPC
as the protocol.

APPC (LUTYPES.2) single session terminal
You can define an APPC terminal as a CONNECTION-SESSIONS pair or
as a TERMINAL-TYPETERM pair. The TERMINAL-TYPETERM method is
described in[*APPC (LUTYPES.2) single session terminal’ on page 257.|If
you want to use the CONNECTION-SESSIONS method, the following
attributes are significant:

ACCESSMETHOD
On the CONNECTION definition, specify this as VTAM.

MAXIMUM
For a single session terminal, specifying 1,0 or 1,1 has the same effect.
(For further information, see ['CONNECTION definition attributes” on|

MODENAME
On the SESSIONS definition, specify the MODENAME. This is the
name that CICS uses to identify the session when the definition is
installed in the active system.

PROTOCOL
On both the CONNECTION and SESSIONS definitions, specify APPC
as the protocol.

SINGLESESS
YES indicates that the CONNECTION definition is for a single session
terminal.

LUTYPEG6.1 links and sessions
LUTYPES®.1 links and sessions can be defined in one of two ways:
* In one CONNECTION and one SESSIONS definition

* In one CONNECTION and a number of SESSIONS definitions: one for
each session needed

If your sessions are all to have identical attributes, define each link in one
CONNECTION definition and all its associated sessions in one SESSIONS
definition.
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ACCESSMETHOD
On the CONNECTION definition, specify this as VTAM.

PROTOCOL
On the SESSIONS definition and on the CONNECTION definition,
specify this as LU6G1.

RECEIVECOUNT, RECEIVEPFX, SENDCOUNT, SENDPFX
These attributes are used as for MRO links and sessions.

If your sessions are to have different attributes from each other, you must
create a separate SESSIONS definition for each one. With the exception of
NETNAMEQ, this method is the same as that for CICS-IMS™ sessions,
described below.

Note: For CICS-CICS ISC links and sessions, you are recommended to
use APPC rather than LUTYPESG.1.

LUTYPEG6.1 CICS-IMS links and sessions
IMS needs each session to be defined in a separate SESSIONS definition,
because each session must have a different NETNAMEQ.

You define the link as a CONNECTION definition, and create a number of
SESSIONS definitions: one for each SEND session and one for each
RECEIVE session.

ACCESSMETHOD
On the CONNECTION definition, specify this as VTAM.

NETNAMEQ
This is the name that the remote IMS system uses to identify the
session.

PROTOCOL
On both the CONNECTION and SESSIONS definitions, specify LU61
as the protocol.

SESSNAME
This is the name that CICS uses to identify the session when the
definition is installed in the active system.

RECEIVECOUNT

SENDCOUNT
Use these attributes to specify whether a session is a SEND session or
a RECEIVE session.

A RECEIVE session is one in which the local CICS is the primary and
is the contention loser. It is specified by defining RECEIVECOUNT(1)
and leaving SENDCOUNT to default to blank. (You do not need to
specify a SENDPFX or a RECEIVEPFX.)

A SEND session is one in which the local CICS is the secondary and is
the contention winner. Specify it by defining SENDCOUNT(1) and
leaving RECEIVECOUNT to default to blank.

INDIRECT connections
An INDIRECT connection is a remote system for which you have not
defined a direct link with the local system. Instead, the two systems
communicate with each other by way of one or more intermediate systems.
You can use this method for transaction routing. The remote system,
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indirectly connected, is always the terminal-owning region; the local system
is always the application-owning region or an intermediate region on the
transaction routing path.

Indirect connections are required only if you use non-VTAM terminals for
transaction routing across intermediate systems. Optionally, you can use
them with VTAM terminals, where several transaction routing paths are
possible, to identify the preferred path to the terminal-owning region. For
information about why you might want to define indirect connections, and
about the resource definitions required for transaction routing, see the CICS
Intercommunication Guide.

In the local system, you must have ordinary CONNECTION and SESSIONS
definitions for the intermediate systems to which you are directly connected.
The ACCESSMETHOD should be IRC or XM with PROTOCOL(LU61), or
VTAM with PROTOCOL(APPC).

For the INDIRECT connection (also known as an indirect link or an indirect
system) you need, in the local system, a CONNECTION definition only. You
do not need a SESSIONS definition: the sessions that are used are those
of the intermediate system. The following attributes of the CONNECTION
definition are significant:

ACCESSMETHOD
Specify this as INDIRECT.

INDSYS
Specify the CONNECTION definition for the MRO or APPC link that is
the start of a path to the terminal-owning system.

NETNAME
Specify the APPLID of the terminal-owning system.

Defining CONNECTION resources

You can define CONNECTION resources in the following ways.
» With the CEDA transaction.

* With the DFHCSDUP utility. For more information, see the CICS Operations and
Utilities Guide.

* With the CREATE system programming (SPIl) command. For more information, see
the CICS System Programming Reference.

» With CICSPlex SM Business Application Services (BAS). For more information,
see CICSPlex System Manager Managing Business Applications.

Installing connection definitions

To install new CONNECTION definitions, put them in a group of their own which
does not contain CONNECTION definitions that have already been installed, then
use CEDA INSTALL to install the whole group. You cannot install single
CONNECTION definitions.

To modify and reinstall existing MRO CONNECTION definitions, or if you want new
and existing MRO CONNECTION definitions to be in the same group, you must
close down all interregion communication (IRC) and open it again, before you can
use the definition. If you do not close IRC and open it again, you get message
DFHIR3788 when you try to bring up the region with the new connection.
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1. Close IRC down. Use the following command:

CEMT SET IRC CLOSED
2. Install the resource definitions. Use the following command:

CEDA INSTALL GROUP(groupname)

3. When you have successfully installed the group containing the definitions, open
IRC again. Use the following command:

CEMT SET IRC OPEN

CONNECTION definition attributes

»»—CONNECTION (name )—GROUP (groupname) |_ _| >
DESCRIPTION(text)

—| Attributes for APPC connections |7 |—AUTOCONNECT(N0)—|
Attributes for MRO connections i:AUTOCONNECT(ALL)
Attributes for LU type 6.1 connections |— AUTOCONNECT (YES)
Attributes for indirect connections |—

—DATASTREAM (USER) ——— |—INSERVICE(YES)—| |—MAXQTIME(N0)

—DATASTREAM(LMS) |—INSERVICE(NO)J I—MAXQTIME(secondS)—

—DATASTREAM(SCS)

—DATASTREAM(STRFIELD)—

L DATASTREAM(3270) ———

|—QUEUELIMIT(N0)— |—RECORDFORMAT(U)—|

v

|—N ETNAME (netname)—| |—QU EUELIMIT (number)— |—RECORDFORMAT (VB)—|

XLNACTION(KEEP
B (KEEP)—

Yy

|—XLNACTION (FORCE)—|
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Attributes for APPC connections:

ACCESSMETHOD (VTAM PROTOCOL (APPC ATTACHSEC (LOCAL
| B (VAN - (APPC)— ( )

ATTACHSEC (IDENTIFY)—
ATTACHSEC (MIXIDPE)—
ATTACHSEC (PERSISTENT)—
ATTACHSEC (VERIFY)——

BINDSECURITY (NO) PSRECOVERY (SYSDEFAULT)
.l 1 il

LsrnosecurtTy(ves)—  Lpsrecovery (vong)——

I—REMOTESYSTEM (connection

)
I—REMOTENAME (connect z'on)—I I—REMOTESYSNET (netname)—I

SINGLESESS (NO USEDFLTUSER(NO
r Wo— (N0)—

|—SECURITYNAME(userid)J I—SINGLESESS(YES)J |—USEDFLTUSER(YES)J

Attributes for MRO connections:

ACCESSMETHOD (IRC) L
CONNTYPE (SPECIFIC)
PROTOCOL(EXCI)—[CONNTYPE(GENERIC)——I—
ACCESSMETHOD (XM)
ATTACHSEC (LOCAL)——  —USEDFLTUSER(NO)
[ [ ] |

|—ATTACHSEC(IDENTI FY)— I—USEDFLTUSER(YES)J

Attributes for LU type 6.1 connections:

|—ACCESSMETHOD(VTAM)—|
} PROTOCOL (LU61) B ] '
SECURITYNAME (userid)

Attributes for indirect connections:

[—ACCESSMETHOD (INDIRECT)—INDSYS (connection) |

ACCESSMETHOD ({VTAM| INDIRECT | IRC|XM})
specifies the access method to be used for this connection.

VTAM Communication between the local CICS region and the system defined
by this connection definition is through VTAM. You can use VTAM
intersystem communication (ISC) for systems that are in different MVS
images or in different address spaces in the same MVS image.
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INDIRECT
Communication between the local CICS system and the system defined
by this connection definition is through the system named in the
INDSYS operand.

IRC Communication between the local CICS region and the region defined
by this connection definition is through the interregion communication
(IRC) program DFHIRP, using the SVC (as opposed to cross-memory
(XM)) mode of DFHIRP.

Note: This use of the term IRC is more specific than its general use.
You can use IRC for multiregion operation (MRO) for regions that are in
the same MVS image or in different MVS images within a sysplex.

XM MRO communication between the local CICS region and the region
defined by its CONNECTION definition uses MVS cross-memory
services. Initial connection is through the interregion communication
(IRC) program DFHIRP, using the cross-memory (XM) (as opposed to
the SVC) mode of DFHIRP. You can use XM for multiregion operation
for regions that are in the same MVS image, or in different MVS images
within a sysplex.

Note: The CICS type 3 SVC is still required with XM because DFHIRP
is used when the link is opened. For further information about
SVCs, see the CICS Transaction Server for z/OS Installation
Guide.

MVS cross-memory services are used only if the ACCESSMETHOD of
the other end of the link is also defined as XM.

If the MRO partners reside in different MVS images within a sysplex, and the
CONNECTION specifies IRC or XM, CICS automatically uses XCF as the
access method, and ignores the IRC or XM specification.

Note: You cannot define XCF explicitly; if you want to use XCF, you must
specify IRC or XM. See the CICS Intercommunication Guide for more
information about XCF.

ATTACHSEC ({LOCAL | IDENTIFY|VERIFY|PERSISTENT| MIXIDPE})
specifies the level of attach-time user security required for the connection.

IDENTIFY
Incoming attach requests must specify a user identifier. Enter IDENTIFY
when the connecting system has a security manager; for example, if it
is another CICS system.

LOCAL
CICS does not require the client to supply to supply a user identifier, or
a password. All requests will run under the userid specified in the
SECURITYNAME attribute. If the PROTOCOL attribute on the
CONNECTION definition is LU6.1, you must specify LOCAL.

MIXIDPE
Incoming attach requests may be using either or both IDENTIFY or
PERSISTENT security types. The security type actually used depends
on the incoming attach request.

PERSISTENT
Incoming attach requests must specify a user identifier and a user
password on the first attach request. Subsequent attach requests
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require only the user identifier. This should be used only between a
programmable workstation, (for example, an IBM Personal Computer)
and CICS.

VERIFY
Incoming attach requests must specify a user identifier and a user
password. Enter VERIFY when the connecting system has no security
manager and hence cannot be trusted. Do not specify VERIFY for
CICS-to-CICS communication, because CICS does not send
passwords.

AUTOCONNECT ({NO|YES|ALL})
For systems using ACCESSMETHOD(VTAM), you specify with
AUTOCONNECT(YES) or (ALL) that sessions are to be established (that is,
BIND is to be performed). Such sessions are set up during CICS initialization,
or when you use the CEMT or EXEC CICS SET VTAM OPEN command to start
communication with VTAM. If the connection cannot be made at these times
because the remote system is unavailable, you must subsequently acquire the
link by using the CEMT or EXEC CICS SET CONNECTION(sysid) INSERVICE
ACQUIRED command, unless the remote system becomes available in the
meantime and itself initiates communications.

For APPC connections with SINGLESESS(NO) specified, CICS tries to bind, on
system start-up, the LU services manager sessions in mode group
SNASVCMG.

For connection definitions with SINGLESESS(YES) specified, the
AUTOCONNECT operand is ignored. Use the AUTOCONNECT operand of the
session definition instead.

ALL  On this definition, ALL is equivalent to YES, but you can specify ALL to
be consistent with the session definition.

AUTOCONNECT(ALL) should not be specified for connections to other
CICS systems, because this can cause a bind-race.

NO CICS does not attempt to bind sessions when the connection is
established.

YES CICS attempts to bind only contention-winning sessions when the
connection is established.

The AUTOCONNECT option is not applicable on an LU6.1 connection
definition. For LU6.1 connections, specify AUTOCONNECT(YES) on the
SESSIONS definition if you want the connection to be established at
initialization or CEDA install. Specify AUTOCONNECT(NO) on the SESSIONS
definition if you do not want the connection to be established at initialization or
CEDA install.

BINDPASSWORD
This attribute is obsolete, but is supported to provide compatibility with earlier
releases of CICS. For more information, see [Appendix A, “Obsolete attributes,”|

on page 603.

BINDSECURITY({@|YES}) (APPC only)
specifies whether an ESM is being used for bind-time security.

NO No external bind-time security is required.

YES If security is active and the XAPPC system initialization parameter is set
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to YES, CICS attempts to extract the session key from RACF in order
to perform bind-time security. If no RACF profile is available, the bind
fails.

CONNECTION (name)
specifies the name of this connection definition. The name can be up to four
characters in length.

Acceptable characters:
A-Z 0-9 § @ #

Unless you are using the CREATE command, any lowercase characters you enter are
converted to uppercase.

This is the name specified as REMOTESYSTEM on file, terminal, transaction,
and program definitions. You should not have a terminal definition and a
connection definition with the same name.

CONNTYPE({SPECIFIC|GENERIC})
For external CICS interface (EXCI) connections, this specifies the nature of the
connection.

GENERIC
The connection is for communication from a non-CICS client program to
the CICS system, and is generic. A generic connection is an MRO link
with a number of sessions to be shared by multiple EXCI users. For a
generic connection you cannot specify the NETNAME attribute.

SPECIFIC
The connection is for communication from a non-CICS client program to
the CICS region, and is specific. A specific connection is an MRO link
with one or more sessions dedicated to a single user in a client
program. For a specific connection, NETNAME is mandatory.

DATASTREAM({USER|3270|SCS|STRFIELD|LMS})
specifies the type of data stream.

LMS The data stream is a Logical Message Services (LMS) data stream
consisting of FMH4s and FMH8s as defined in the LUTYPE®6.1
architecture.

SCS The data stream is an SCS data stream as defined in the LUTYPEG.1
architecture.

STRFIELD
The data stream is a structured field data stream as defined in the
LUTYPES®6.1 architecture.

USER Let DATASTREAM default to USER if the data stream is user-defined. If
you are communicating between multiple CICS systems, always let
DATASTREAM default to USER.

3270 The data stream is a 3270 data stream as defined in the type 6.1
logical unit (LUTYPE®6.1) architecture.

DESCRIPTION(fext)
You can provide a description of the resource you are defining in this field. The
description text can be up to 58 characters in length. There are no restrictions
on the characters that you can use. However, if you use parentheses, ensure
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that for each left parenthesis there is a matching right one. If you use the
CREATE command, for each single apostrophe in the text, code two
apostrophes.

GROUP (groupname)

Every resource definition must have a GROUP name. The resource definition
becomes a member of the group and is installed in the CICS system when the
group is installed.

Acceptable characters:
A-Z 0-9 § @ #

Any lower case characters you enter are converted to upper case.

The GROUP name can be up to eight characters in length. Lowercase
characters are treated as uppercase characters. Do not use group names
beginning with DFH, because these characters are reserved for use by CICS.

INDSYS (connection)

specifies the name of another CONNECTION that defines an intermediate
system used to relay communications between this system and the remote
system. The name can be up to four characters in length.

Acceptable characters:
A-Z 0-9 § @ #

Unless you are using the CREATE command, any lowercase characters you enter are
converted to uppercase.

You may specify an intermediate system only if you specify
ACCESSMETHOD(INDIRECT).

INSERVICE ({YES|NO})

specifies the status of the connection that is being defined.
NO The connection can neither receive messages nor transmit input.

YES Transactions may be initiated and messages may automatically be sent
across the connection.

MAXQTIME ({NO|seconds})

Resource Definition Guide

specifies a time control on the wait time for queued allocate requests waiting for
free sessions on a connection that appears to be unresponsive. The maximum
queue time is used only if a queue limit is specified for QUEUELIMIT, and then
the time limit is applied only when the queue length has reached the queue limit
value.

NO CICS maintains the queue of allocate requests that are waiting for a
free session. No time limit is set for the length of time that requests can
remain queued (though the DTIMOUT mechanisms can apply to
individual requests). In this case, a value of X'FFFF' is passed on the
XZIQUE parameter list (in field UEPEMXQT).

seconds
The approximate upper limit on the time that allocate requests can be
queued for a connection that appears to be unresponsive. The number
represents seconds in the range 0 through 9999.

CICS uses the maximum queue time attribute to control a queue of
allocate requests waiting. When the number of queued allocate




requests reaches the queue limit (QUEUELIMIT), and a new allocate
request is received for the connection, if the rate of processing for the
queue indicates that, on average, the new allocate takes more than the
maximum queue time, the queue is purged, and message DFHZC2300
is issued. When the queue is purged, queued allocate requests return
SYSIDERR.

No further queuing takes place until the connection has successfully
freed a session. At this point, CICS issues DFHZC2301 and resumes
normal queuing.

You can also control the queuing of allocate requests through an XZIQUE
global user exit program. This allows you to use statistics provided by CICS,
which report the state of the link. You can use these statistics, in combination
with the queue limit and maximum queue time values you specify, to make
more specialized decisions about queues.

The MAXQTIME value is passed to an XZIQUE global user exit program on the
XZIQUE parameter list, if the exit is enabled. See the CICS Customization
Guide for programming information about writing an XZIQUE global user exit
program.

You can also specify the NOQUEUEINOSUSPEND option on the ALLOCATE
command to prevent an explicit request being queued. See the CICS
Application Programming Reference for programming information about these
API options.

NETNAME (netname)
specifies the network name that identifies the remote system. The name can be
up to eight characters in length. The name follows assembler language rules. It
must start with an alphabetic character.

Acceptable characters:
A-Z 0-9 $ @ #

Unless you are using the CREATE command, any lowercase characters you enter are
converted to uppercase.

The NETNAME is the APPLID of the remote system or region, unless you are
defining an LUTYPEG6.1 or APPC link to a VTAM generic resource group.

* If you are defining an LUTYPESG.1 link to a generic resource, NETNAME
must specify the generic resource name, not the APPLID of one of the group
members.

 If you are defining an APPC link to a generic resource, NETNAME can
specify either the group's generic resource name or the APPLID (member
name) of one of the group members. However, if you specify a member
name, and this CICS is not itself a member of a CICS generic resource, the
connection must always be acquired by this CICS (“this CICS ” being the
CICS region in which the connection definition is installed).

For VTAM, the APPLID is the label of the remote VTAM VBUILD TYPE=APPL
statement.

If you do not supply a NETNAME, the CONNECTION name is used by default.

There are some rules about duplicate NETNAMESs. You cannot have:
* Two or more APPC links with the same NETNAME

* An APPC link and an LUTYPES®.1 link with the same NETNAME

» Two or more IRC connections with the same NETNAME
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e Two or more remote APPC connections with the same NETNAME.

* A remote APPC connection with the same NETNAME as any other
connection or local terminal.

You can have:

* An IRC connection and an LUTYPEG.1 connection with the same NETNAME
* An IRC connection and an APPC connection with the same NETNAME

* Two or more LUTYPEG.1 connections with the same NETNAME

* Any connection with the same NETNAME as a remote terminal.

For connections that use the VTAM LU alias facility:

* APPC synclevel 1: If the CICS region supports VTAM dynamic LU alias (that
is, LUAPFX=xx is specified on the CICS region's APPL statement) this
NETNAME is assumed to be in the same network as the CICS region. If it is
not the resource must have a local VTAM CDRSC definition with
LUALIAS=netname defined, where netname must match the NETNAME
defined on this CONNECTION definition. Synclevel 1 APPC connections are
generally work stations.

Be aware that some synclevel 1 resources may become synclevel 2,
depending on how they connect to CICS. For example, if TXSeries does not
use a PPC gateway, the connection is synclevel 1. If it does use a PPC
gateway, it is synclevel 2.

* APPC synclevel 2 and LUTYPEG6.1: This NETNAME is assumed to be
unique. CICS matches it against the network name defined in the VTAM
APPL statement. These connections are generally CICS-to-CICS but could,
for example, be TXSeries-connected through a PPC gateway.

Some rules about NETNAME and APPLID:

— If an installed CONNECTION definition has the same name as an
installed IPCONN definition, the APPLID of the IPCONN definition must
match the NETNAME of the CONNECTION definition. If they do not, the
message that results depends on the situation:

— DFHIS3009 if the error is detected during IPCONN autoinstall

— DFHAMA4913 if the error is detected during IPCONN install

— DFHZC6312 if the error is detected during CONNECTION install or
autoinstall

» The IPCONN definition takes precedence over the CONNECTION definition:
that is, if an IPCONN and a CONNECTION have the same name, CICS uses
the IPCONN connection.

 a CONNECTION and an IPCONN with the same NETNAME and APPLID do
not have to have the same name.

This allows the possibility to use a distinct sysid for communication over
TCP/IP rather than relying on the CICS default of routing all supported
function via the IPCONN, if it exists.

PROTOCOL ({APPC|LU61|EXCI|blank})
specifies the type of protocol that is to be used for the link.

APPC (LUTYPE6.2 protocol)
Advanced program-to-program communication, or APPC protocol. This
is the default value for ACCESSMETHOD(VTAM). Specify this for
CICS-CICS ISC.
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blank MRO between CICS regions. You must leave the PROTOCOL blank for

EXCI

LU61

MRO, and on the SESSIONS definition you must specify LU6.1 as the
PROTOCOL.

The external CICS interface. Specify this to indicate that this connection
is for use by a non-CICS client program using the external CICS
interface.

LUTYPES®6.1 protocol. Specify this for CICS-CICS ISC or CICS-IMS ISC,
but not for MRO.

PSRECOVERY({SYSDEFAULT|NONE})
In a CICS region running with persistent sessions support, this specifies
whether, and how, LU6.2 sessions are recovered on system restart within the
persistent session delay interval.

NONE All sessions are unbound as out-of-service with no CNOS recovery.
SYSDEFAULT

If a failed CICS system is restarted within the persistent session delay
interval, the following actions occur:

» User modegroups are recovered to the SESSIONS RECOVOPTION
value.

» The SNASVCMG modegroup is recovered.

* The connection is returned in ACQUIRED state and the last
negotiated CNOS state is returned

QUEUELIMIT ({NO|number})
specifies the maximum number of allocate requests that CICS is to queue while
waiting for free sessions:

NO There is no limit set to the number of allocate requests that CICS can
queue while waiting for a free session. In this case, a value of X'FFFF'
is passed on the XZIQUE parameter list (in field UEPQUELM).

number

The maximum number of allocate requests, in the range 0 through
9999, that CICS can queue on the connection while waiting for a free
session. When the number of queued allocate requests reaches this
limit, subsequent allocate requests return SYSIDERR until the queue
drops below the limit.

This queue limit is passed to an XZIQUE global user exit program on
the XZIQUE parameter list if the exit is enabled.

You can also control the queuing of allocate requests through the MAXQTIME
attribute, and through an XZIQUE global user exit program. See the
MAXQTIME attribute for more information about controlling queues.

Note:

BIND re-negotiation is not triggered, even if there are unused secondary
sessions. Unless the CEMT SET MODE command is used to force
re-negotiation, the queuelimit will come into play as soon as all the
primary sessions are in use.

RECORDFORMAT ({U|VB})
specifies the type of SNA chain.

U

Let RECORDFORMAT default to U if the SNA chain is a single,
unblocked stream of data. You can have private block algorithms within
the SNA chain. Let RECORDFORMAT default to U if you are
communicating between multiple CICS systems.
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VB The SNA chain is formatted according to the VLVB standard as defined
in the LUTYPES6.1 architecture.

REMOTENAME (connection)
specifies the name by which the APPC connection for transaction routing is
known in the system or region that owns the connection. The name can be up
to four characters in length.

Acceptable characters:
A-Z 0-9 § @ #

Unless you are using the CREATE command, any lowercase characters you enter are
converted to uppercase.

The remote system or region can be an APPC device (see [‘APPC devices for|
ﬁransaction routing” on page 26§|).

REMOTESYSNET (netname)
specifies the network name (APPLID) of the system that owns the connection.
The name can be up to eight characters in length. It follows assembler
language rules, and must start with an alphabetic character.

Acceptable characters:
A-Z 0-9 $ @ #

Unless you are using the CREATE command, any lowercase characters you enter are
converted to uppercase.

Use REMOTESYSNET when transaction routing to remote APPC systems or
devices, and there is no direct link between the region in which this definition is
installed and the system that owns the connection to the remote device. You do
not need to specify REMOTESYSNET if:

* You are defining a local connection (that is, REMOTESYSTEM is not
specified, or specifies the sysid of the local system).

« REMOTESYSTEM names a direct link to the system that owns the
connection. However, there is one special case: if the connection-owning
region is a member of a VTAM generic resources group and the direct link to
it is an APPC connection, you may need to specify REMOTESYSNET.
REMOTESYSNET is needed in this case if the NETNAME specified on the
CONNECTION definition for the direct link is the generic resource name of
the connection-owning region (not the applid).

REMOTESYSTEM(connection)
specifies the name that identifies the intercommunication link to the system that

owns the connection. The name can be up to four characters in length.

Acceptable characters:
A-Z 0-9 § @ #

Unless you are using the CREATE command, any lowercase characters you enter are
converted to uppercase.

This is the CONNECTION name on the connection definition for the
intercommunication link.

REMOTESYSTEM is used for transaction routing to remote APPC systems or
devices. If it is not specified, or if it is specified as the sysid of the local system,
this connection is local to this system. If the name is that of another system, the
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connection is remote. You can therefore use the same definition for the
connection in both the local system and a remote system.

If there are intermediate systems between this CICS and the region that owns
the (connection to the) device, REMOTESYSTEM should specify the first link in
the path to the device-owning region. If there is more than one possible path, it
should specify the first link in the preferred path.

SECURITYNAME (userid)
For APPC and LUB.1 links only, this is the security name of the remote system.

In a CICS system with security initialized (SEC=YES), the security name is
used to establish the authority of the remote system.

Note: If USERID is specified in the [SESSIONS| definition associated with the
connection definition, it overrides the userid specified in the
SECURITYNAME attribute, and is used for link security.

The security name (or USERID on the sessions definition) must be a valid
RACF userid on your system. Access to protected resources on your system is
based on the RACF user profile and its group membership.

SINGLESESS ({NO|YES})
specifies whether the definition is for an APPC terminal on a single session
APPC link to CICS.

NO The definition is not for a single session APPC link to CICS.

YES The definition is for an APPC terminal on a single session APPC link to
CICS.

The MODENAME attribute of the SESSIONS definition can be used to supply a
modename for the single session mode set.

An APPC single session terminal can also be defined as a
TERMINAL-TYPETERM definition. Both the TERMINAL-TYPETERM definition
and the CONNECTION definition can be autoinstalled. If you are considering
using autoinstall, see [Chapter 41, “Autoinstalling VTAM terminals,” on page 463

USEDFLTUSER ({N_0|YES}) (APPC and MRO only)
specifies the action that is taken when an inbound FMH5 does not contain the
security information implied by the ATTACHSEC attribute.

NO The attach request is rejected, and a protocol violation message is

issued.
YES The attach is accepted, and the [default user ID|is associated with the
transaction.

For more information, see the CICS RACF Security Guide.

XLNACTION ({KEEP|FORCE}) (APPC and MRO only)
specifies the action to be taken when a new logname is received from the
partner system. Receipt of a new logname indicates that the partner has
deleted its recovery information.

Note: MRO here covers connections with ACCESSMETHOD set to either IRC
or XM.

FORCE
The predefined decisions for in-doubt UOWSs (as defined by the indoubt
attributes of the transaction definition) are implemented, before any new
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KEEP

work with the new logname is started. CICS also deletes any
information retained for possible resolution of UOWSs that were in-doubt
at the partner system.

Attention: Data integrity may be compromised if you use this option.

Recovery information is kept, and no action is taken for in-doubt units of
work.

For IRC, the connection continues with new work. Resolve in-doubt
UOWs using the CEMT or SPI interface.

For APPC, the connection is unable to perform new work that requires
synclevel 2 protocols until all outstanding recoverable work with the
partner (that is, in-doubt UOWSs, or information relevant to UOWs that
were in-doubt on the partner system under the old logname) is
completed using the CEMT or SPI interface.



Chapter 7. CORBASERVER resource definitions

A CORBASERVER defines an execution environment for enterprise beans and
stateless CORBA objects.

The attributes include:

+ Information that is used to construct Generic Factory Interoperable Object
References used by clients that invoke stateless CORBA objects. For more
information, see Java Applications in CICS.

* Information that is used when making outbound method requests on objects in
remote EJB or CORBA servers.

If you are using load balancing, you will need to install the same CORBASERVER
definition in multiple cloned AORs. See Java Applications in CICS.

If you are not using load balancing, you should not define and install

CORBASERVER definitions with the same name (but different attributes) in different
CICS regions, because (unless the CorbaServers have different JNDI prefixes) only
the last PERFORM CORBASERVER PUBLISH command will register an entry with

the name server for the CORBASERVER name.

Defining CORBASERVER resources

You can define CORBASERVER resources in the following ways.

» With the CEDA transaction.

» With the DFHCSDUP utility. For more information, see the CICS Operations and
Utilities Guide.

» With the CREATE system programming (SPI) command. For more information, see
the CICS System Programming Reference.

» With CICSPlex SM Business Application Services (BAS). For more information,
see CICSPlex System Manager Managing Business Applications.

Installing CorbaServer definitions

© Copyright IBM Corp. 1982, 2011

The EJB request streams directory file, DFHEJDIR, must be defined, installed, and
available before you can install a CORBASERVER definition.

When you install a CORBASERVER, CICS checks related resources for
consistency:

» At the end of GROUPLIST installation during CICS initialization.

» After a group containing a CORBASERVER is installed. In this case, related

TCPIPSERVICEs must either be installed before the group containing the
CORBASERVER, or as part of the same group.

- After a CORBASERVER is installed as an individual resource. In this case,
related TCPIPSERVICEs must be installed before the CORBASERVER.

You can install a CorbaServer in either enabled or disabled state.
When you install a CORBASERVER, it is not available for use immediately, even if

you have chosen to install it in enabled state; instead CICS starts a task which
completes the steps necessary to make it usable:
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1. Related resources (such as TCPIPSERVICE and DJAR) are checked for
consistency with the CORBASERVER.

2. The shelf directory is created if necessary, or emptied if it already exists.

3. If a deployed JAR file directory has been specified, it is scanned for deployed
JAR files. (This automatic scan occurs regardless of whether the CorbaServer is
installed in enabled or disabled state.) CICS assumes that a file is a deployed
JAR if:

a. It has a suffix of .jar (in lowercase).

b. Its base filename is between 1 and 32 characters long. By “base filename”
we mean the part of the filename before the suffix, and excluding any file
path. For example, the base filename of the file djardir\myDeployedJar.jar
is myDeployedJar.

4. If there are any deployed JAR files in the DJARDIR directory, they are copied to
the shelf directory, and DJAR resource definitions are dynamically created for
them.

If step 1 or step 2 fails, CICS puts the CORBASERVER in DISABLED state, and

issues a message indicating the cause of the problem. If this happens, and the

problem lies with the associated resources, you must:

* Make the necessary corrections to the associated resources, re-installing the
resource definitions as necessary.

 If required, enable the CorbaServer by issuing an EXEC CICS or CEMT SET
CORBASERVER ENABLED command.

If the problem lies with the CORBASERVER definition, you must:

» Discard the installed CORBASERVER definition.

* Make the necessary corrections to the CORBASERVER definition.
* Reinstall the CORBASERVER definition.

Any work which is directed to a newly-installed CORBASERVER is suspended until
the CORBASERVER is ready for use—that is, in ENABLED state.

To determine the state of a CORBASERVER, use the [INQUIRE CORBASERVER)|
SPI command or thCEMT INQUIRE CORBASERVER| command.

You can install more than one CORBASERVER definition in the same CICS region.
It is recommended that you divide your enterprise beans and CORBA stateless
objects between CorbaServers based on their:

* Functionality

* Maintenance requirements

* Availability requirements

That is, sets of beans or CORBA stateless objects that have distinct functionality,
maintenance requirements, or availability requirements, should be installed in
distinct CorbaServers.

If you replace an existing CORBASERVER definition by installing another of the
same name, you must first discard the existing definition.
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CORBASERVER: related resources

The attributes and values you specify for a CORBASERVER resource must be
consistent with those specified on other resources. However, CICS does not check
consistency of all related resources when the CORBASERVER s installed, and
therefore does not report inconsistencies at install time. See |“Insta||ing CorbaServed
definitions” on page 49 for more information.

+ The following attributes specify the name of a|[TCPIPSERVICE| resource:
— BASIC

CLIENTCERT

ASSERTED

SSLUNAUTH

UNAUTH

You must install each TCPIPSERVICE referred to in the CORBASERVER
definition before the CorbaServer can be used. If you are using a separate
listener region, you must install each TCPIPSERVICE in the application-owning
region and a matching TCPIPSERVICE in the listener region.

Some attributes in each TCPIPSERVICE referred to in the CORBASERVER
definition depend upon which CORBASERVER attribute refers to it:

CORBASERVER attribute TCPIPSERVICE SSL TCPIPSERVICE

that refers to the attribute AUTHENTICATE attribute
TCPIPSERVICE

CLIENTCERT CLIENTAUTH CERTIFICATE
SSLUNAUTH YES or CLIENTAUTH NO

UNAUTH NO NO

» The value of the HOST option of the CORBASERVER definition must match the
value of the IPADDRESS option of one or more IIOP TCPIPSERVICE definitions.
(These TCPIPSERVICE definitions must be installed in all the regions—both
listener regions and AORs—of the logical EJB/CORBA server.) However, if the
TCPIPSERVICE specifies a value for DNSGROUP, the HOST option of the
CORBASERVER definition must specify a matching generic host name.

Note: There may be more than one IIOP TCP/IP service at the same IP
address, each listening on a different port and supporting a different type
of authentication.

CORBASERVER: interrelated attributes

* A CorbaServer knows about two distinct z/OS UNIX directories: a deployed JAR
file directory (DJARDIR) from where it installs deployed JAR files, and a “shelf’
directory in which it keeps copies of installed deployed JAR files. The DJARDIR
attribute (if specified) and the SHELF attribute must identify distinct valid
directories.

* You cannot specify both the CLIENTCERT and SSLUNAUTH attributes.
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CORBASERVER definition attributes
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»»>—CORBASERVER (name) —GROUP (groupname) >

|—AUTOPUBLISH(NO)

I—DESCRIPTION(t‘ext)—|

I—AUTOPUBLISH (YES)—| I—CERTIFICATE(ZabeZ)—| I—CIF’HERS (cipherl ist)—l

HOST (hostname) >

I—DJARDIR(directory)—|

SESSBEANTIME(00,00,10 SHELF(/var/cicsts STATUS (ENABLED
r (90.00.1007  oweLrt 7 TSl

I—JNDIPREFIX(pr‘efiX)—|

tSESSBEANTIME(O0,00,GO)j I—SHELF(dir‘ector‘y)—I I—STATUS (DISABLED)—|

»—UNAUTH(tcpipservice) j >
)

SESSBEANTIME (dd, hh ,mm)

I—ASSERTED(chm‘B)—| |:CLIENTCERT(tcpipservice
SSLUNAUTH(tcpipservice)

ASSERTED (tcpipservice)

specifies the 8—character name of a|TCPIPSERVICH that defines the
characteristics of the port which is used for inbound IIOP with asserted identity
authentication.

AUTOPUBLISH({NO|YES})

specifies whether the contents of a deployed JAR file should be automatically
published to the namespace when the DJAR definition is successfully installed
into this CorbaServer. “Successfully installed” means that the DJAR is
INSERVICE. The default is NO.

Specifying YES causes beans to be automatically published to the namespace
when a DJAR is successfully installed. It does not cause beans to be
automatically retracted when a DJAR is discarded.

CERTIFICATE(label)

specifies the label of an X.509 certificate that is used as a client certificate
during the SSL handshake for outbound IIOP connections. If this attribute is
omitted, the default certificate defined in the key ring for the CICS region user
ID is used.

Certificate labels can be up to 32 bytes long.

The distinguished name within the specified certificate provides inputs to the
distinguished name user-replaceable program, DFHEJDNX.

CIPHERS (cipherlist)
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specifies a string of up to 56 hexadecimal digits that is interpreted as a list of up
to 28 2-digit cipher suite codes. When you use CEDA is to define the resource,
CICS automatically initializes the attribute with a default list of acceptable
codes, depending on the level of encryption that is specified by the
ENCRYPTION system initialization parameter.

* For ENCRYPTION=WEAK, the default value is 03060102.

* For ENCRYPTION=MEDIUM, the initial value is 0903060102.



* For ENCRYPTION=STRONG, the initial value is
050435363738392F303132330A1613100D0915120F0C03060201.

You can reorder the cipher codes or remove them from the initial list. However,
you cannot add cipher codes that are not in the default list for the specified
encryption level. To reset the value to the default list of codes, delete all of the
cipher suite codes: the field is automatically repopulated with the default list.
See the CICS RACF Security Guide for more information.

CLIENTCERT (tcpipservice)
specifies the 8—character name of a[TCPIPSERVICH| that defines the
characteristics of the port which is used for inbound IIOP with SSL client
certificate authentication. This attribute is optional. You cannot specify both the
CLIENTCERT and SSLUNAUTH attributes.

Acceptable characters:
A-Z 0-9 § @ #

Unless you are using the CREATE command, any lowercase characters you enter are
converted to uppercase.

CORBASERVER (name)
specifies the 1-4 character name of the CorbaServer.

Acceptable characters:
A-Z a-z 0-9

For information about entering mixed case information, see [‘Entering mixed case|
[attributes” on page 390

Do not use names beginning with DFH, because these characters are reserved
for use by CICS.

DESCRIPTION(fext)
You can provide a description of the resource you are defining in this field. The

description text can be up to 58 characters in length. There are no restrictions
on the characters that you can use. However, if you use parentheses, ensure
that for each left parenthesis there is a matching right one. If you use the
CREATE command, for each single apostrophe in the text, code two
apostrophes.

DJARDIR(directory)
specifies the 1-255 character fully-qualified name of the deployed JAR file

directory (also known as the pickup directory) on z/OS UNIX.

The value specified must be a valid name for a UNIX file:

* It must not contain imbedded space characters

* It must not contain consecutive instances of the / character
* It is case-sensitive

Acceptable characters:
A-Z a-z 0-9 . / _# 0@

For information about entering mixed case information, see [‘Entering mixed case]
[attributes” on page 390

If specified, DJARDIR must refer to a valid z/OS UNIX directory to which the
CICS region has at least read access.
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The pickup directory is where you place deployed JAR files that you want to be
installed into the CorbaServer by the CICS scanning mechanism. When the
CORBASERVER definition is installed, CICS scans the pickup directory and
automatically installs any deployed JAR files it finds there. (This automatic scan
occurs regardless of whether the CorbaServer is installed in enabled or
disabled state.)

CICS assumes that any files in the pickup directory that end in .jar and have a
base filename of 1-32 characters are EJB deployed JAR files. It copies them to
its shelf directory and dynamically creates and installs DJAR definitions for
them. The name of the DJAR definition is the name of the deployed JAR file on
z/OS UNIX. For example, a deployed JAR file named /var/cicsts/pickup/
TheThreeBears. jar results in a DJAR definition named TheThreeBears.

After the CorbaServer has been installed, you can add more deployed JAR files
to the pickup directory. CICS installs them in either of the folowing situations:

* When instructed to by means of an explicit EXEC CICS or CEMT PERFORM
CORBASERVER SCAN command. (This command works only when the
CorbaServer is in a steady state—that is, when it is in ENABLED or
DISABLED state, but not when it is in ENABLING, DISABLING, or
DISCARDING state.)

* When instructed to by the resource manager for enterprise beans (otherwise
known as the RM for enterprise beans), which issues a PERFORM
CORBASERVER SCAN command on your behalf. (The resource manager
for enterprise beans is described in the CICS Operations and Utilities Guide.

After the CorbaServer has been installed, you can also put updated versions of
deployed JAR files into the pickup directory. When you issue a PERFORM
CORBASERVER SCAN command (either explicitly or by means of the RM for
enterprise beans), CICS detects that an update has occurred and updates both
the LASTMODTIME, DATESTAMP, and TIMESTAMP attributes of the installed
DJAR definition and the shelf copy of the deployed JAR file, to reflect the
pickup directory change.

Note:

1. If you use the scanning mechanism in a production region, be
aware of the security implications: specifically, the possibility of
CICS command security on DJAR definitions being circumvented.
To guard against this, we recommend that user IDs given write
access to the z/OS UNIX deployed JAR file directory should be
restricted to those given RACF authority to create and update DJAR
and CORBASERVER definitions.

2. If you do not specify a value for DJARDIR, no automatic scan takes
place on installation of the CorbaServer. PERFORM
CORBASERVER SCAN commands (whether explicit or issued by
the RM for enterprise beans) will fail.

3. The installation of the CorbaServer fails if the value of DJARDIR is
not blank but does not refer to a valid zZOS UNIX directory to which
the CICS region has read access.

4. The fact that resource names must be unique in the CSD has
several implications for the scanning mechanism:
a. Different CorbaServers in the same CICS region must use
different DJARDIR directories. (Otherwise, performing a scan
against different CorbaServers would result in multiple sets of



identically-named DJAR definitions, each set pointing at a
different CorbaServer. CICS rejects all such sets of definitions
except the first.)

b. For the same reason, you must not place an identically-named
deployed JAR file into multiple DJARDIR directories in the same
CICS region.

If you want to install the same set of beans into more than one
CorbaServer in the same CICS region, you should do either of
the following:

1) Name the deployed JAR file differently in each DJARDIR
directory.

2) Use static definitions. That is, create multiple
(differently-named) static DJAR definitions, pointing at the
same deployed JAR file on z/OS UNIX but at different
CorbaServers.

5. Different CICS regions may share the same set of DJARDIR
directories. Typically, all the AORs in a multi-region EJB server
would share the same set of DJARDIR directories.

6. CICS ignores any deployed JAR files in the pickup directory that
have the same name and the same date and time stamps as
currently-installed DJAR resources. A deployed JAR file with the
same name but a later date-and-time stamp than an installed DJAR
is treated as an update.

7. Deleting a previously-installed deployed JAR file from the pickup
directory does not remove the DJAR resource from CICS; its beans
are still available. To make the beans unavailable, you must discard
the DJAR resource.

8. You cannot update a statically-installed DJAR definition by means of
the scanning mechanism—you must first discard the static
definition. For example, if you have a statically-installed DJAR
definition named myDjarl, you cannot update it by scanning a
deployed JAR file named myDjarl. jar.

9. An invalid deployed JAR file is not detected early (when the pickup
directory is scanned), but when the EJB environment attempts to
open it. The DJAR resource for an invalid JAR file becomes
UNRESOLVED. CICS outputs a message to indicate what is wrong
with the JAR file. The message is sent to the CICS log and to the
“EJB event” user-replaceable program.

10. After every scan of the pickup directory, CICS outputs a message
indicating the number of new and the number of updated deployed
JAR files found during the scan.

GROUP (groupname)
Every resource definition must have a GROUP name. The resource definition
becomes a member of the group and is installed in the CICS system when the
group is installed.

Acceptable characters:
A-Z 0-9 § @ #

Any lower case characters you enter are converted to upper case.

Chapter 7. CORBASERVER resource definitions 55



The GROUP name can be up to eight characters in length. Lowercase
characters are treated as uppercase characters. Do not use group names
beginning with DFH, because these characters are reserved for use by CICS.

HOST (hos tname)

specifies the TCP/IP host name, or a string containing the dotted-decimal
TCP/IP address, of this logical EJB/CORBA server.

Acceptable characters:
A-Z a-z 0-9 . -

For information about entering mixed case information, see [‘Entering mixed case|
lattributes” on page 390/

The host name is included in Interoperable Object References (IORs) exported
for objects in this logical server. Clients must use this host name to access the
CICS listener regions.

If you are using connection optimization by means of Domain Name System
(DNS) registration, to balance client connections across the listener regions of
your logical IIOP or EJB server, specify the generic host name to be quoted by
client connection requests. (The generic host name is the DNSGROUP value
defined in the TCPIPSERVICE resource definition, suffixed by the name of the
domain or subdomain managed by the MVS system name server. This is
established by your MVS TCP/IP system administrator.) See Java Applications
in CICS for more information about using DNS with [IOP and enterprise beans.

JINDIPREFIX (prefix)
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specifies a JNDI prefix of up to 255 characters which is used when enterprise
beans are published to the Java Naming and Directory Interface (JNDI).

The value specified must be a valid name for a UNIX file:

* It must not contain imbedded space characters

» It must not contain consecutive instances of the / character
e It is case-sensitive

Acceptable characters:
A-Z a-z 0-9 . / _# 0

For information about entering mixed case information, see [“Entering mixed casd
lattributes” on page 390/

Publishing a bean means binding a reference to the home of the bean in a
name space. The naming context in which the bean is bound is named, relative
to the initial context defined for the CICS region, using a concatenation of the
JNDIPREFIX attribute of the CorbaServer and the name of the bean. The
JNDIPREFIX attribute must match the prefix specified by the client when it uses
JNDI to obtain a reference to the home interface for a bean. For more
information, see Java Applications in CICS.

Note: Any JNDI sub-context below the CICS region's initial JNDI context may
be transient. This is the case if CICS has write access to the initial
context node (if you're using an LDAP name server) or initial context
directory (if you're using a COS name server).

CICS creates the sub-context specified on the JNDIPREFIX option (if it
has the necessary write permission and the sub-context does not already
exist in the name space structure) when an enterprise bean is published



from the CorbaServer. However, if all the enterprise beans in the
CorbaServer are retracted, CICS may delete the sub-context from the
name space structure. Where multiple CorbaServers share part of a
prefix hierarchy, CICS never removes contexts that are still in use by any
of them. But if the contexts in the prefix are empty they are removed, as
far back as the initial context.

If you want to protect the sub-context hierarchy from deletion, do not
give CICS write access to the initial context node or directory. (This
means that you must create the top-level node or directory of the
sub-context manually. For information on how to do this with an LDAP
name server, see Java Applications in CICS.)

CICS limits the use of the / character in the JNDI prefix field to prevent the use
of empty atomic components, which are denoted by an empty string. The /
character may not be the first or last character of the prefix. Also, two or more
consecutive instances of the / character are not allowed anywhere in the prefix.

If this option is not specified, no prefix is added when publishing enterprise
beans to JNDI.

OUTPRIVACY
This attribute is obsolete, but is supported to provide compatibility with earlier
releases of CICS.

PORT
This attribute is obsolete, but is supported to provide compatibility with earlier
releases of CICS.

If this attribute is present in the CORBASERVER definition, the following
attributes must be blank:

e« ASSERTED

 BASIC

 CLIENTCERT

* SSLUNAUTH

« UNAUTH

 OUTPRIVACY

SESSBEANTIME ({00,00,00|00,00,10|dd, hh,mm})
specifies, in days, hours, and minutes, the period of inactivity after which a
session bean may be discarded by CICS.

00,00,00
Session beans will not be timed out.

00,00,10

Session beans may be discarded after ten minutes of inactivity. This is
the default value.

dd,hh,mm
Session beans may be discarded after the specified period of inactivity.
The maximum value you can specify is 99 days, 23 hours, and 59
minutes.

SHELF ({/var/cicsts/|directory})
specifies the 1-255 character fully-qualified name of a directory (a shelf,
primarily for deployed JAR files) on z/OS UNIX.
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The value specified must be a valid name for a UNIX file:

* It must not contain imbedded space characters

* It must not contain consecutive instances of the / character
* It is case-sensitive

Acceptable characters:
A-Z a-z 0-9 ./ _# 0

For information about entering mixed case information, see [‘Entering mixed case]
lattributes” on page 390

CICS regions into which the CORBASERVER definition is installed must have
full permissions to the shelf directory—read, write, and the ability to create
subdirectories.

A single shelf directory may be shared by multiple CICS regions and by multiple
CORBASERVER definitions. Each CICS region uses a separate subdirectory to
keep its files separate from those of other CICS regions. The subdirectories for
CORBASERVER definitions are contained within the subdirectories of the CICS
regions into which they are installed. After a CICS region performs a cold or
initial start, it deletes its subdirectories from the shelf before trying to use the
shelf.

You should not modify the contents of a shelf that is referred to by an installed
CORBASERVER definition. If you do, the effects are unpredictable.

SSL
This attribute is obsolete, but is supported to provide compatibility with earlier
releases of CICS.

If this attribute is present in the CORBASERVER definition, the following
attributes must be blank:

* ASSERTED

« BASIC

* CLIENTCERT

+ SSLUNAUTH

+ UNAUTH

* OUTPRIVACY

SSLPORT
This attribute is obsolete, but is supported to provide compatibility with earlier
releases of CICS.

If this attribute is present in the CORBASERVER definition, the following
attributes must be blank:

 ASSERTED

 BASIC

e CLIENTCERT

* SSLUNAUTH

« UNAUTH

« OUTPRIVACY

SSLUNAUTH (tcpipservice)
specifies the 8—character name of a[TCPIPSERVICE| that defines the
characteristics of the port which is used for inbound IIOP with SSL but no client
authentication. This attribute is optional. You cannot specify both the
CLIENTCERT and SSLUNAUTH attributes.
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Acceptable characters:
A-Z 0-9 $ @ #

Unless you are using the CREATE command, any lowercase characters you enter are
converted to uppercase.

STATUS ({ENABLED | DISABLED})
specifies whether the CorbaServer is to be installed in enabled or disabled

state. The default is enabled.

UNAUTH(tcpipservice)
specifies the 8—character name of a[TCPIPSERVICH| that defines the

characteristics of the port which is used for inbound 1IOP with no authentication.

Acceptable characters:
A-Z 0-9 $ @ #

Unless you are using the CREATE command, any lowercase characters you enter are
converted to uppercase.

Note that you must specify a value for the UNAUTH attribute when you define a
CORBASERVER, even if you intend that all inbound requests to this
CORBASERVER should be authenticated. This is because the PORTNUMBER
attribute of the TCPIPSERVICE is required in order to construct IORs that are

exported from this logical server.
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Chapter 8. DB2CONN resource definitions

A DB2CONN definition defines the attributes of the connection between CICS and
DB2, and of the pool threads and command threads used with the connection.

Defining DB2CONN resources

You can define DB2CONN resources in the following ways.
» With the CEDA transaction.

» With the DFHCSDUP utility. For more information, see the CICS Operations and
Utilities Guide.

» With the CREATE system programming (SPI) command. For more information, see
the CICS System Programming Reference.

» With CICSPlex SM Business Application Services (BAS). For more information,
see CICSPlex System Manager Managing Business Applications.

Installing DB2 connection definitions

This section describes the guidelines for installing and discarding DB2CONN
definitions and the implications of interruptions in partial activity.

* Only one DB2CONN can be installed in a CICS system at any one time. An
install of a second DB2CONN can implicitly DISCARD the existing DB2CONN
and its associated DB2ENTRYs and DB2TRANSs (unless reinstalling a DB2CONN
of the same name) before proceeding with the installation.

* A DB2CONN must be installed before any DB2ENTRY or DB2TRAN definitions.
DB2ENTRY and DB2TRAN definitions cannot exist on their own, and can only be
associated with a DB2CONN that is already installed. Also, if you discard a
DB2CONN, the associated DB2ENTRY and DB2TRAN resource definitions are
also discarded. Note that there is no attribute on a DB2ENTRY or DB2TRAN that
explicitly specifies the DB2CONN to which they belong. This allows DB2ENTRY
and DB2TRAN definitions to be shared by DB2CONN definitions without
alteration.

Note: When DB2CONN, DB2ENTRYs, and DB2TRANSs are defined in the same
group, CICS automatically installs the DB2CONN first. If you install DB2
definitions from multiple groups (by means of a list or multiple INSTALL
GROUP commands), the first group you install must contain the
DB2CONN definition. Successive groups should not have any DB2CONN
definitions. CICS issues an error message when installing a DB2ENTRY
or DB2TRAN when no DB2CONN is installed. If multiple DB2CONN
definitions are installed, all DB2 definitions installed before the final
DB2CONN definition are discarded. CICS issues messages for all
discards.

* A DB2CONN must be installed before the CICS DB2 connection can be started.
Because it contains information regarding pool threads and command threads, as
well as global type information, a DB2CONN represents the minimum required to
start the CICS DB2 connection. There are no entry threads, and all transactions
use the pool. You can add DB2ENTRYs and DB2TRANSs after the CICS DB2
connection is active.

+ A DB2CONN can be re-installed only if the CICS DB2 attachment facility is not
connected to DB2, and therefore inactive.
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* A DB2CONN can be discarded only when the CICS DB2 attachment facility is

not connected to DB2.

The discard of a DB2CONN implicitly discards all installed DB2ENTRYs and
DB2TRANS.

Note: There is no group commit or group discard of DB2CONNs, DB2ENTRYSs,
and DB2TRANs. However when a DB2CONN is discarded, the underlying control
block is marked stating that a discard is in progress. The DB2ENTRYs and
DB2TRANSs are discarded before the DB2CONN. If the discard fails when half
completed, a DB2CONN control block results, and a message is issued that a
discard is in progress. A start of the CICS DB2 attachment facility fails with a
message:

DFHDB2074 CICS DB2 ATTACHMENT FACILITY STARTUP

CANNOT PROCEED AS THE CURRENTLY
INSTALLED DB2CONN IS NOT USABLE

when using a partially discarded DB2 resource definition. You must re-issue the
discard. When a CICS system restarts after a failure when discarding, it knows
that a discard took place. CICS does not recover the blocks from the catalog,
and this effectively completes the discard. (Note that the definitions are removed
from the catalog as well.)

When you are installing, parts of any group or list install can fail, but messages
are displayed that identify which resources have failed. You can proceed with a
start of the CICS DB2 attachment facility when this happens.

Checks on definitions of DB2 connection resources
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For a DB2CONN object, the following checks are made:
» To ensure that there is only one DB2CONN defined in the group or list. If more

than one is found (even one with a different name), a warning message is
issued. Only one DB2CONN can be installed at a time.

* That PLANEXITNAME exists as a program definition in the group or list if a

PLANEXITNAME is specified, and program autoinstall is not active.
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DB2CONN definition attributes

»»>—DB2CONN (name ) —GROUP (groupname) >
L DESCRIPTION(text)—

l—CONN ECTERROR (SQLCODE)

||
v

|—CONN ECTERROR (ABEND)—| tDBZGROUPID (name)—|
DB21D(name)

MSGQUEUE1 (CDBZ)—l
>J:MSGQU EUE1(tdqueue) >
I—MSGQUEUEZ(tdqueue)J LMSGQUEUE3(tdqueue)J

NONTERMREL(YES)—  —PURGECYCLE(0,30 RESYNCMEMBER (YES
r (YES) r ( )—| r ( )—|

L NONTERMREL(NO)—)  L_PURGECYCLE (mm, s5)—  LRESYNCMEMBER (NO)—

—STANDBYMODE (RECONN ECT)—l l—STATSQUEUE (CDB2)——

|—SIG.NID(m:lme)J —STANDBYMODE ( NOCONNEC)/~| |—STATSQUEUE(tdqueue)—

L_STANDBYMODE (CONNECT)
TCBLIMIT(12)—— THREADERROR (N906D) — ACCOUNTREC (NONE
el B W0 - (o7 R
l—TCBLIMIT(VaZue)— kTHREADERROR(ABEND)— ACCOUNTREC (UOW)
THREADERROR(N906) —' ACCOUNTREC (TASK)
ACCOUNTREC(TXID)
—AUTHTYPE (USERID)— l—DROLLBACK(YES)—l —PLANEXITNAME (DSNCUEXT)—
L AUTHTYPE (GROUP) —| LDROLLBACK(NO)—' L PLANEXITNAME (exit)
—AUTHTYPE (SIGNID)— LPLAN(plan)
—AUTHTYPE (TERM) —|
L AUTHTYPE (TX)
—AUTHTYPE (OPID) —
L_AUTHID (userid)—
—PRIORITY(HIGH)—| l—THREADLIMIT(3)— l—THREADWAIT(YES)—l
—PRIORITY (EQUAL ):| |—THREADLIMIT(vaZue)— I—THREADWAIT(NO)—I
L_PRIORITY (LOW)
—COMAUTHTYPE (USERID) — l—COMTHREADLIM(l)
. .
L COMAUTHTYPE (GROUP)— LCOMTHREADLIM(vaZue)—
—COMAUTHTYPE (SIGNID)—|
—COMAUTHTYPE (TERM) —
L COMAUTHTYPE (TX) ——
—COMAUTHTYPE (USER) —|
LCOMAUTHID (userid)—

The attributes are described in the categories:
+ [‘General attributes” on page 64

« [‘Connection attributes” on page 64|

« [‘Pool thread attributes” on page 68|

« [‘Command thread attributes” on page 71|
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General attributes
The general attributes of a DB2CONN are:

DB2CONN (name)

The name to identify a DB2 connection definition. The name can be up to eight
characters in length.

Acceptable characters:
A-Z 0-9 § @ #

Unless you are using the CREATE command, any lowercase characters you enter are
converted to uppercase.

DESCRIPTION(text)

You can provide a description of the resource you are defining in this field. The
description text can be up to 58 characters in length. There are no restrictions
on the characters that you can use. However, if you use parentheses, ensure
that for each left parenthesis there is a matching right one. If you use the
CREATE command, for each single apostrophe in the text, code two
apostrophes.

GROUP (groupname)

Every resource definition must have a GROUP name. The resource definition
becomes a member of the group and is installed in the CICS system when the
group is installed.

Acceptable characters:
A-Z 0-9 § @ #

Any lower case characters you enter are converted to upper case.

The GROUP name can be up to eight characters in length. Lowercase
characters are treated as uppercase characters. Do not use group names
beginning with DFH, because these characters are reserved for use by CICS.

Connection attributes
The connection attributes of a DB2CONN are:

CONNECTERROR ( { SQLCODE | ABEND} )

Specifies the way that the information, that CICS is not connected to DB2
because the attachment facility is in 'standby mode', is reported back to an
application that has issued an SQL request.

ABEND
The application abends with abend code AEY9.

SQLCODE
The application receives a -923 sqlcode. SQLCODE cannot be
specified if STANDBYMODE is set to NOCONNECT.

DB2GROUPID (name)
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Specifies the group ID (up to four characters) of a data sharing group of DB2
subsystems. The group attach facility connects CICS to any active member of
this data sharing group. Match the group ID to the group attachment name
defined in DB2. With DB2 Version 10, the group ID can be a subgroup
attachment name defined to DB2 which defines a subset of the data sharing
group. If the DB2GROUPID attribute is left blank, group attach is not used. You
cannot specify both DB2GROUPID and DB2ID, the priorities are as follows:



1. Specifying a DB2GROUPID blanks out any DB2ID that is already set in the
DB2CONN definition.

2. If you attempt to specify both a DB2GROUPID and a DB2ID on the same
CEDA panel, the DB2ID is used.

3. If an individual subsystem's DB2ID is specified in a CEMT or EXEC CICS
SET DB2CONN command, or in a DSNC STRT command, this overrides
any DB2GROUPID attribute that is set in the installed DB2CONN definition.
The DB2GROUPID in the installed DB2CONN definition is blanked out, and
must be set again (using CEDA or a SET DB2CONN command) to use
group attach.

DB21D (name)
Specifies the name of the DB2 subsystem to which the CICS DB2 attachment
facility is to connect. By default this field is blank. If you want to use group
attach, specify a DB2GROUPID in the DB2CONN definition, instead of a
DB2ID. The DB2ID set in the installed DB2CONN definition can be overridden
by a DB2 subsystem ID specified on a DSNC STRT command, or by a DB2ID
specified in a SET DB2CONN command. If the DB2ID in the installed
DB2CONN definition is left blank, and the DB2GROUPID is also left blank, you
can specify a DB2 subsystem ID on the INITPARM system initialization
parameter. If no DB2 subsystem ID is specified by any of these means, and no
DB2GROUPID is specified, the default DB2ID of blanks is replaced by DSN
when the connection is attempted. Hence, the hierarchy for determining the
DB2 subsystem is as follows:

1. Use the subsystem ID if specified in a DSNC STRT command.
2. Use the DB2ID in the installed DB2CONN if not blank.

3. Use the DB2GROUPID in the installed DB2CONN for group attach, if not
blank.

4. Use the subsystem ID if specified on the INITPARM when the DB2ID and
DB2GROUPID in the last installed DB2CONN are blank (or have
subsequently been set to blanks). On any startup, INITPARM is always
used if the last installed DB2CONN contained a blank DB2ID and a blank
DB2GROUPID, even if the DB2ID or DB2GROUPID was subsequently
changed using a SET command.

5. Use a default subsystem ID of DSN.

You cannot specify both DB2GROUPID and DB2ID — if you attempt to specify
both on the same CEDA panel, the DB2ID is used. If a DB2GROUPID is
specified in a CEMT or EXEC CICS SET DB2CONN command, this overrides
any DB2ID that is set in the installed DB2CONN definition, and the DB2ID is
blanked out.

MSGQUEUE1 ({CDB2 | tdqueue}
Specifies the first transient data destination to which unsolicited messages from
the CICS DB2 attachment facility are sent. This first destination cannot be
blank.

MSGQUEUE2 (tdqueue)
Specifies a second transient data destination to which unsolicited messages
from the CICS DB2 attachment facility are sent.

MSGQUEUE3 (tdqueue)
Specifies a third transient data destination to which unsolicited messages from
the CICS DB2 attachment facility are sent.
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NONTERMREL ({YES|NO})

Specifies whether a non-terminal transaction releases threads for reuse at
intermediate sync points.

NO Non-terminal transactions do not release threads for reuse at
intermediate sync points.

YES Non-terminal transactions release threads for reuse at intermediate
sync points.

PURGECYCLE ({0 |mm},{30]ss})

Specifies the duration, in minutes and seconds, of the purge cycle for protected
threads. The duration of the purge cycle is in the range 30 seconds to 59
minutes 59 seconds. The default is 0, 30; that is, 30 seconds.

A protected thread is not terminated immediately when it is released. It is
terminated only after two completed purge cycles, if it has not been reused in
the meantime. Therefore, if the purge cycle is set to 30 seconds, a protected
thread is purged 30 - 60 seconds after it is released. The first purge cycle after
the attachment facility starts is always 5 minutes. After that the purgecycle
values are applied. An unprotected thread is terminated when it is released (at
sync point or end of task) if there are no other transactions waiting for a thread
on that DB2ENTRY. Only threads belonging to a DB2ENTRY can be protected.
Pool threads and command threads cannot be protected.

RESYNCMEMBER ({YES |NO})

If you are using group attach, use the RESYNCMEMBER attribute to select the
strategy that CICS adopts if outstanding units of work are being held for the last
DB2 data sharing group member to which CICS was connected.

YES Indicates that if outstanding units of work are held, you require
resynchronization with the last DB2 data sharing group member to
which CICS was connected. CICS ignores the group attach facility, and
the CICS-DB2 attachment facility waits until it can reconnect to that last
connected DB2 data sharing group member, to resolve the indoubt units
of work. Units of work which are shunted indoubt are not included in
this process, because CICS itself is unable to resolve those units of
work at this time. Resynchronization for those UOWs occurs when
CICS has resynchronized with its remote coordinator.

NO Indicates that you do not require resynchronization. CICS makes one
attempt to reconnect to the last connected DB2 data sharing group
member. If this attempt is successful, the indoubt units of work (except
for UOWSs that are shunted indoubt) can be resolved. If it is
unsuccessful, then CICS uses group attach to connect to any active
member of the DB2 data sharing group, and a warning message
(DFHDB2064) is issued stating that there might be unresolved indoubt
units of work with the last member of the group to which CICS was
connected.

SIGNID (name)
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Specifies the authorization ID to be used by the CICS DB2 attachment facility
when signing on to DB2 for pool and DB2ENTRY threads that specify
AUTHTYPE(SIGN). The default is blanks which are replaced by the applid of
the CICS system when the DB2CONN is installed. The ID that you specify can
be up to eight characters in length.



Acceptable characters:
A-Z 0-9 $ @ #

Unless you are using the CREATE command, any lowercase characters you enter are
converted to uppercase.

Note: If you specify a user ID on the SIGNID attribute, CICS performs a
surrogate user check against the user ID performing the installation.
Similarly, the CICS region user ID is subject to a surrogate user check
during group list installation on a CICS cold or initial start.

STANDBYMODE ( { RECONNECT | CONNECT | NOCONNECT})
Specifies the action to be taken by the CICS DB2 attachment facility if DB2 is
not active when an attempt is made to connect CICS to DB2.

CONNECT
Specifies that the CICS DB2 attachment facility is to wait in
‘'standbymode' for DB2 to become active. If the connection is made, and
DB2 subsequently fails, the CICS DB2 attachment facility terminates.

NOCONNECT
Specifies that the CICS DB2 attachment facility is to terminate.

RECONNECT
Specifies that the CICS DB2 attachment facility is to go into 'standby
mode' and wait for DB2. If DB2 subsequently fails after the connection
is made, the CICS DB2 attachment facility reverts to 'standby mode',
and CICS subsequently reconnects to DB2 when DB2 recovers.

STATSQUEUE ({CDB2 | tdqueue})
Specifies the transient data destination for CICS DB2 attachment facility
statistics produced when the CICS DB2 attachment facility is shut down.

TCBLIMIT({12|value})

Specifies the maximum number of TCBs that can be used to process DB2
requests. The default is 12. The minimum number is 4 and the maximum is
2000. CICS creates open TCBs (up to the limit specified by the system
initialization parameter MAXOPENTCBS). The TCBLIMIT attribute of the
DB2CONN definition governs how many of the open TCBs can be used to
access DB2 — that is, how many of them can identify to DB2 and create a
connection into DB2.

The TCBLIMIT value controls the total number of threads for the CICS region.
For this reason, the recommended value for TCBLIMIT is the sum of all the
thread limit values (that is, the sum of all THREADLIMIT attributes on the DB2
connection and DB2 entry resource definitions, plus the COMTHREADLIMIT
value on the DB2 connection definition) up to the limit of 2000.

Note: If MAXOPENTCBs is exceeded (so no more open TCBs can be
created), the task is suspended with HTYPE(DISPATCH) and
HVALUE(OPEN_TCB). If MAXOPENTCBsS is not exceeded but
TCBLIMIT is exceeded, then the task is suspended with
HTYPE(CDB2CONN). In this situation, although CICS has an open TCB
available, the maximum allowed number of open TCBs are being used to
access DB2 (as defined in TCBLIMIT).
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When determining the number for TCBLIMIT, you must consider the amount
you specified for the MAX USERS parameter on DB2 installation panel
DSNTIPE.

THREADERROR ({N906D|N906 | ABEND} )
Specifies the processing that is to occur following a create thread error.

ABEND

N906D

N906

Pool thread attributes
The pool thread attributes of a DB2CONN are:
ACCOUNTREC ({NONE | TASK| TXID|UOW})

Specifies the minimum amount of DB2 accounting required for transactions

using pool threads. The specified minimum may be exceeded as described in
the following options.
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NONE

TASK

TXID

When the first SQL error is detected, CICS takes a transaction dump
for abend code AD2S, AD2T, or AD2U, depending on the type of error.
For the first error, the transaction does not abend. For a second or
subsequent SQL error, the transaction abends with abend code AD2S,
AD2T, or AD2U. The transaction must be terminated and reinitialized
before it is allowed to issue another SQL request.

A transaction dump is to be taken and the DSNCSQL RMI associated
with the transaction is not to be disabled. The transaction receives a
-906 SQLCODE if another SQL is issued, unless the transaction issues
SYNCPOINT ROLLBACK. SYNCPOINT without the ROLLBACK option
results in an ASP3 or ASP7 abend. The transaction dump records an
abend of AD2S, AD2T or AD2U.

The DSNCSQL RMI associated with the transaction is not to be
disabled. The transaction receives a -906 SQLCODE if another SQL
request is issued, unless the transaction issues a SYNCPOINT
ROLLBACK. SYNCPOINT without the ROLLBACK option results in an
ASP3 or ASP7 abend.

No accounting records are required for transactions using pool threads.

DB2 produces at least one accounting record for each thread when the
thread is terminated. Authorization changes additionally cause
accounting records to be produced.

The CICS DB2 attachment facility causes a minimum of one accounting
record for each CICS task to be produced.

A transaction containing multiple UOWSs (assuming the thread is
released at syncpoint) may use a different thread for each of its UOWs.
The result may be an accounting record produced for each UOW.

The CICS DB2 attachment facility causes an accounting record to be
produced when the transid using the thread changes.

Because pool threads are typically used by a number of different
transaction IDs, there is an increased chance that a transaction
containing multiple units of work (UOWSs) will use a different thread for
each UOW (assuming the thread is released at syncpoint). In this case
an accounting record may be produced per UOW.



UOW The CICS DB2 attachment facility causes an accounting record to be
produced for each UOW, assuming that the thread is released at the
end of the UOW.

AUTHID (userid)
Specifies the user ID that should be used for security checking when using pool
threads. If AUTHID is specified, AUTHTYPE may not be specified.

AUTHID is not suitable if you are using RACF for some or all of the security
checking in your DB2 address space; use AUTHTYPE instead, with the
USERID or GROUP options. This is because threads using an AUTHID do not
pass the required RACF access control environment element (ACEE) to DB2.
The ACEE is not required if you are only using DB2 internal security, so in this
case, you can use AUTHID. The ID that you specify can be up to eight
characters in length.

Acceptable characters:
A-Z 0-9 § @ #

Unless you are using the CREATE command, any lowercase characters you enter are
converted to uppercase.

AUTHTYPE ({USERID|OPID|GROUP|SIGN|TERM|TX})
Specifies the type of ID that can be used for threads on this DB2ENTRY. If
AUTHTYPE is specified, AUTHID may not be specified.

If you are using RACF for some or all of the security checking in your DB2
address space, you need to use the USERID or GROUP options. This is
because only threads defined with these options pass the required RACF
access control environment element (ACEE) to DB2. The ACEE is not required
if you are only using DB2 internal security, so in this case, you can use any of
the options.

USERID
The user ID associated with the CICS transaction is used as the
authorization ID. If the user ID is less than eight characters in length, it
is padded on the right with blanks.

Important: Do not specify COMMAUTHTYPE(USERID) when you use
the DB2 sample sign-on exit DSN@SGN, as this may result
in an SQL -922 failure. Specify
COMMAUTHTYPE(GROUP) instead.

OPID The operator identification that is associated with the userid that is
associated with the CICS transaction is used as the authorization ID.
The 3—character operator identification is padded on the right with
blanks to form the 8—character authorization ID.

GROUP
Specifies the user ID and the connected group name as the
authorization ID. The following table shows how these two values are
interpreted by DB2.

IDs passed to DB2 How DB2 interprets values
CICS sign-on user ID (USERID) Represents the primary DB2 authorization
ID.
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IDs passed to DB2 How DB2 interprets values

RACF connected group name If the RACEF list of group options is not

active, DB2 uses the connected group name
supplied by the CICS attachment facility as
the secondary DB2 authorization ID. If the
RACEF list of group options is active, DB2
ignores the connected group name supplied
by the CICS attachment facility, but the value
appears in the DB2 list of secondary DB2
authorization IDs.

SIGN

TERM

X

To use the GROUP option, the CICS system must have SEC=YES
specified in the CICS system initialization table (SIT).

If no RACF group ID is available for this USERID, an 8-character field
of blanks is passed to DB2 as the group ID.

Specifies that the SIGNID attribute of the DB2 connection definition is to
be used as the resource authorization ID.

Specifies the terminal identification as an authorization ID. The
4—character terminal identification is padded on the right with blanks to
form the 8—character authorization ID.

If the transaction is not associated with a terminal (for example, if it is
initiated with a START command), do not specify AUTHTYPE(TERM).

Specifies the transaction identification as the authorization ID. The
4—character transaction identification is padded on the right with blanks
to form the 8—character authorization ID.

DROLLBACK({YES |NO})
Specifies whether or not the CICS DB2 attachment facility should initiate a
SYNCPOINT ROLLBACK if a transaction is selected as the victim of a deadlock
resolution.

YES

NO

PLAN(plan)

The attachment facility issues a syncpoint rollback before returning
control to the application. An SQL return code of -911 is returned to the
program.

Do not specify YES if the pool is used by transactions running
enterprise beans as part of an OTS transaction; CICS syncpoint
rollback is not allowed in an OTS transaction. Consider defining a
DB2ENTRY which specifies DROLLBACK(NO) for use by transactions
which run enterprise beans as part of an OTS transaction.

The attachment facility does not initiate a rollback for a transaction. An
SQL return code of -913 is returned to the application.

Specifies the name of the plan to be used for all pool threads. If PLAN is
specified, PLANEXITNAME may not be specified.

PLANEXITNAME({DSNCUEXT|exit})
Specifies the name of the dynamic plan exit to be used for pool threads. If you
change the PLAN and PLANEXITNAME while there are active transactions for
the pool, the next time the transaction releases the thread the plan/exit will be
determined using the new rules. If PLANEXITNAME is specified, PLAN may not
be specified.
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PRIORITY ({HIGH|EQUAL|LOW})
Specifies the priority of the pool thread TCBs relative to the CICS main TCB
(QR TCB). The thread TCBs are CICS open L8 TCBs.

HIGH Thread TCBs have a higher priority than the CICS QR TCB.

EQUAL
Thread TCBs have equal priority with the CICS QR TCB.

LOW Thread TCBs have a lower priority than the CICS QR TCB.

THREADLIMIT ({3|value})
Specifies the current maximum number of pool threads that the CICS DB2
attachment facility allows to be active before requests are made to wait or are
rejected (subject to the THREADWAIT attribute). The default threadlimit (3) is
also the minimum you can specify. The maximum value must not be greater
than the value specified for TCBLIMIT.

THREADWAIT ({YES|NO})
Specifies whether or not transactions should wait for a pool thread, or be
abended if the number of active pool threads reaches the thread limit.

The CICS DB2 attachment issues a unique abend code AD3T, message
DFHDB2011, when THREADWAIT=NO is coded and the number of pool
threads is exceeded.

YES If all threads are busy, a transaction must wait until one becomes
available. A transaction can wait as long as CICS allows it to wait,
generally until a thread becomes available.

NO If all threads are busy, the transaction is terminated with abend code
AD2T or AD3T.

Command thread attributes
The DB2 connection definition command thread attribute descriptions are:

COMAUTHID (userid)
Specifies what id the CICS DB2 attachment facility should use for security
checking when using command threads. If COMAUTHID is specified,
COMAUTHTYPE may not be specified.

COMAUTHID is not suitable if you are using RACF for some or all of the
security checking in your DB2 address space; use COMAUTHTYPE instead,
with the USERID or GROUP options. This is because threads using a
COMAUTHID do not pass the required RACF access control environment
element (ACEE) to DB2. The ACEE is not required if you are only using DB2
internal security, so in this case, you can use COMAUTHID.The ID that you
specify can be up to eight characters in length.

Acceptable characters:
A-Z 0-9 § @ #

Unless you are using the CREATE command, any lowercase characters you enter are
converted to uppercase.

COMAUTHTYPE ({USERID|OPID|GROUP|SIGN|TERM|TX})
Specifies the type of id that can be used for security checking when using
command threads. If COMAUTHTYPE is specified, COMAUTHID may not be
specified.
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If you are using RACF for some or all of the security checking in your DB2
address space, you need to use the USERID or GROUP options. This is
because only threads defined with these options pass the required RACF
access control environment element (ACEE) to DB2. The ACEE is not required
if you are only using DB2 internal security, so in this case, you can use any of
the options.

USERID

The 1 to 8-character userid associated with the CICS transaction is
used as the authorization ID. The name can be up to eight characters
in length.

Acceptable characters:
A-Z 0-9 $ @ #

Unless you are using the CREATE command, any lowercase characters you
enter are converted to uppercase.

Important: Do not specify COMMAUTHTYPE(USERID) when you use
the DB2 sample sign-on exit DSN@SGN, as this may result
in an SQL -922 failure. Specify
COMMAUTHTYPE(GROUP) instead.

OPID The operator identification associated with the userid that is associated
with the CICS transaction sign-on facility is used as the authorization 1D

(three characters padded to eight).

GROUP

Specifies the 1 to 8-character USERID and the connected group name

as the authorization ID. The following table shows how these two

values are interpreted by DB2.

IDs passed to DB2 How DB2 interprets values

CICS sign-on user ID (USERID) Represents the primary DB2
authorization ID.

RACF connected group name If the RACEF list of group options is not
active, DB2 uses the connected group
name supplied by the CICS
attachment facility as the secondary
DB2 authorization ID. If the RACF list
of group options is active, DB2
ignores the connected group name
supplied by the CICS attachment
facility, but the value appears in the
DB2 list of secondary DB2
authorization IDs.

To use the CGROUP option the CICS system must have SEC=YES
specified in the CICS system initialization table (SIT).

If no RACF group ID is available for this USERID, an 8-character field

of blanks is passed to DB2 as the group ID.
SIGN Specifies that the SIGNID attribute of the DB2CONN is used as the

resource authorization ID.

TERM Specifies the terminal identification (four characters padded to eight) as



an authorization ID. An authorization ID cannot be obtained in this
manner if a terminal is not connected with the transaction.

If a transaction is started (using a CICS command) and has no terminal
associated with it, the COMAUTHTYPE(TERM) should not be used.

TX Specifies the transaction identification (four characters padded to eight)
as the authorization ID.

COMTHREADLIMIT ({1 |value})
The number specifies the current maximum number of command threads the
CICS DB2 attachment facility allows active before requests overflow to the pool.
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Chapter 9. DB2ENTRY resource definitions

A DB2ENTRY defines the attributes of entry threads used by the CICS DB2
attachment facility.

A transaction, or a group of transactions, can be associated with the DB2ENTRY; a
group of transactions may be represented by the use of one or more wildcard
characters (see [‘Wildcard characters for transaction IDs” on page 83). Also, further
transactions can be associated with a DB2 entry by defining a DB2 transaction.

Defining DB2ENTRY resources

You can define DB2ENTRY resources in the following ways.
» With the CEDA transaction.

»  With the DFHCSDUP utility. For more information, see the CICS Operations and
Utilities Guide.

» With the CREATE system programming (SPI) command. For more information, see
the CICS System Programming Reference.

» With CICSPlex SM Business Application Services (BAS). For more information,
see CICSPlex System Manager Managing Business Applications.

Installing DB2 entry definitions

This section describes the guidelines for installing and discarding DB2ZENTRY
definitions and the implications of interruptions in partial activity.

* You can install a DB2ENTRY only if you have previously installed a DB2CONN.

* You can install a new DB2ENTRY at any time, even when the CICS DB2 adapter
is connected to DB2.

* You can reinstall (by replacing an existing DB2ENTRY) only when the
DB2ENTRY is disabled and no transaction is using it. Use the SET DB2ENTRY
DISABLED command to quiesce activity and disable the entry. New transactions
trying to use the DB2ENTRY are routed to the pool, abended, or returned an
SQLCODE, dependent on the setting of the DISABLEDACT keyword when the
DB2ENTRY is disabled.

* You can discard a DB2ENTRY only if it is disabled. Use the SET DB2ENTRY
DISABLED command to quiesce activity and disable the entry. New transactions
trying to use the DB2ENTRY are routed to the pool, abended, or returned an
SQLCODE, dependent on the setting of the DISABLEDACT keyword when the
DB2ENTRY is disabled.

If you discard a DB2ENTRY, you could make the corresponding DB2TRAN an
‘orphan’. If you then run a transaction, a message is sent to the CDB2 transient
data destination, and the request is rerouted to the pool.

Checks on definitions of DB2 entry resources
For a DB2ENTRY object, the following checks are made:

» That two DB2ENTRYs of the same name do not appear in the same list. If they
do, a warning message is issued.
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* That a DB2CONN exists in the group or list. If one does not, a warning message
is issued. This may not be an error because the DB2CONN may exist in another
group elsewhere, but a DB2CONN must be installed before a DB2ENTRY can be
installed.

* Whether a transaction resource definition exists for TRANSID in the group or list
if TRANSID has been specified on the DB2ENTRY. If it does not, a warning
message is issued.

* Whether PLANEXITNAME exists as a program definition in the group or list if
PLANEXITNAME has been specified, and program autoinstall is not active.

DB2ENTRY definition attributes

»»—DB2ENTRY (name ) —GROUP (groupname)

v

|—DESCRI PTION (zfext)—I

ACCOUNTREC(NONE)—l —AUTHTYPE (USERID)—

|—TRANSID(tr‘ansaction)J ACCOUNTREC (UOW) —AUTHTYPE (GROUP) —
ACCOUNTREC (TASK) —AUTHTYPE (SIGNID)—

ACCOUNTREC(TXID) —AUTHTYPE (TERM) —

—AUTHTYPE (TX)———

- AUTHTYPE (OPID) —|

AUTHID (userid)—

—DROLLBACK(YES)—l —PLANEXITNAME (DSNCUEXT)—  —PRIORITY (HIGH)—
—DROLLBACK(NO)J —PLANEXITNAME (exit) —PRIORITY (EQUAL)—
_PLAN(plan)——— "  -PRIORITY(LOW)—

—PROTECTNUM(0) ——— |—THREADLIMIT(0)— |—THREADWAIT(PO0L)—
LPROTECTNUM (value)— I—THREADLIMIT(vaZue)— i:THREADWAIT(YES)—
THREADWAIT (NO) —

The attributes are described in the following categories:
+ [‘General attributes’|

+ [“Thread selection attributes” on page 77|

+ [“Thread operation attributes” on page 77

General attributes
The general attributes of a DB2ENTRY are:

DB2ENTRY (name)
One to eight character name to identify a DB2 entry definition.

Acceptable characters:
A-Za-z0-9$@#./-_%8&¢2!:]|"=-,;<>

For information about entering mixed case information, see I“Enterinq mixed casel
[attributes” on page 390
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DESCRIPTION(fext)
You can provide a description of the resource you are defining in this field. The
description text can be up to 58 characters in length. There are no restrictions
on the characters that you can use. However, if you use parentheses, ensure
that for each left parenthesis there is a matching right one. If you use the
CREATE command, for each single apostrophe in the text, code two
apostrophes.

GROUP (groupname)
Every resource definition must have a GROUP name. The resource definition
becomes a member of the group and is installed in the CICS system when the
group is installed.

Acceptable characters:
A-Z 0-9 § @ #

Any lower case characters you enter are converted to upper case.

The GROUP name can be up to eight characters in length. Lowercase
characters are treated as uppercase characters. Do not use group names
beginning with DFH, because these characters are reserved for use by CICS.

Thread selection attributes
The thread selection attributes of a DB2ENTRY are:

TRANSID(transaction)
Specifies the transaction id associated with the entry. Only one transaction can
be specified here. However, the use of one or more wildcard characters in the
TRANSID (see [‘Wildcard characters for transaction IDs” on page 83) allows a
group of transactions to be represented. Additional transactions can be defined
for this entry by defining a DB2 transaction that refers to this DB2 entry. Transid
is optional on a DB2 entry. All transactions can be associated with a DB2 entry
means of DB2 transactions instead. However, if only one transaction is
associated with a DB2 entry it is easier to specify it on the DB2 entry.

Note: Specifying a transaction id here causes a 'ghost' DB2 transaction object
to be created when the DB2 entry definition is installed, and such DB2
transaction objects may appear on SYSRES and RDSCPROC views.

Thread operation attributes
The thread operation attributes of a DB2ENTRY are:
ACCOUNTREC ({NONE | TASK| TXID|UOW})
Specifies the minimum amount of DB2 accounting required for transactions

using this DB2 entry. The specified minimum may be exceeded, as described in
the following options.

NONE No accounting records are required for transactions using threads from
this DB2ENTRY

However, DB2 produces at least one accounting record for each thread
after the thread is terminated. Authorization changes additionally cause
records to be produced.

TASK The CICS DB2 attachment facility causes a minimum of one accounting
record for each CICS task to be produced.
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A transaction containing multiple UOWSs (assuming the thread is
released at syncpoint) may use a different thread for each UOW. The
result may be that an accounting record is produced for each UOW.

TXID The CICS DB2 attachment facility causes an accounting record to be
produced when the transid using the thread changes.

This option applies to DB2 entry definitions that are used by more than
one transaction ID. As threads are typically released at syncpoint, a
transaction containing multiple UOWs may use a different thread for
each UOW. The result may be that an accounting record is produced
per UOW.

UOW The CICS DB2 attachment facility causes an accounting to be produced
for each UOW, assuming that the thread is released at the end of the
UOW.

AUTHID (userid)

Specifies the user ID to be used for security checking when using this
DB2ENTRY. If AUTHID is specified, AUTHTYPE may not be specified.

AUTHID is not suitable if you are using RACF for some or all of the security
checking in your DB2 address space; use AUTHTYPE instead, with the
USERID or GROUP options. This is because threads using an AUTHID do not
pass the required RACF access control environment element (ACEE) to DB2.
The ACEE is not required if you are only using DB2 internal security, so in this
case, you can use AUTHID. The ID that you specify can be up to eight
characters in length.

Acceptable characters:
A-Z 0-9 § @ #

Unless you are using the CREATE command, any lowercase characters you enter are
converted to uppercase.

AUTHTYPE ({USERID|OPID|GROUP|SIGN|TERM|TX})
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Specifies the type of id that can be used for security checking when using this
DB2ENTRY. If AUTHTYPE is specified, AUTHID may not be specified.

If you are using RACF for some or all of the security checking in your DB2
address space, you need to use the USERID or GROUP options. This is
because only threads defined with these options pass the required RACF
access control environment element (ACEE) to DB2. The ACEE is not required
if you are only using DB2 internal security, so in this case, you can use any of
the options.

USERID
The USERID associated with the CICS transaction is used as the
authorization ID.

When the DB2 sample sign-on exit DSN3@SGN is used with
AUTHTYPE(USERID), the exit sends the user ID to DB2 as the primary
authorization ID and the connected group name to DB2 as the
secondary ID. When the sample sign-on exit is used, there is no
difference between AUTHTYPE(USERID) and AUTHTYPE(GROUP).

OPID The operator identification that is associated with the userid that is
associated with the CICS transaction sign-on facility, is used as the
authorization ID (three characters padded to eight).




GROUP
Specifies the 1 to 8-character USERID and the connected group name
as the authorization ID. The following table shows how these two
values are interpreted by DB2.

IDs passed to DB2 How DB2 interprets values

CICS sign-on user ID (USERID) Represents the primary DB2 authorization
ID.

RACF connected group name If the RACEF list of group options is not

active, DB2 uses the connected group name
supplied by the CICS attachment facility as
the secondary DB2 authorization ID. If the
RACF list of group options is active, DB2
ignores the connected group name supplied
by the CICS attachment facility, but the value
appears in the DB2 list of secondary DB2
authorization IDs.

To use the GROUP option the CICS system must have RACF external
security SEC=YES specified in the CICS system initialization table
(SIT).

If no RACF group ID is available for this USERID, an 8-character field
of blanks is passed to DB2 as the group ID.

SIGN Specifies that the SIGNID attribute of the DB2CONN is used as the
resource authorization ID.

TERM Specifies the terminal identification (four characters padded to eight) as
an authorization ID. An authorization ID cannot be obtained in this
manner if a terminal is not connected with the transaction.

If a transaction is started (using a CICS command) and has no terminal
associated with it, AUTHTYPE(TERM) should not be used.

X Specifies the transaction identification (four characters padded to eight)
as the authorization ID.

DROLLBACK({YES [N0})
Specifies whether or not the CICS DB2 attachment should initiate a
SYNCPOINT rollback in the event of a transaction being selected as victim of a
deadlock resolution.

YES The attachment facility issues a syncpoint rollback before returning
control to the application. An SQL return code of -911 is returned to the
program.

Do not specify YES if the DB2ENTRY is used by transactions running
enterprise beans as part of an OTS transaction; CICS syncpoint
rollback is not allowed in an OTS transaction.

NO The attachment facility does not to initiate a rollback for this transaction.
An SQL return code of -913 is returned to the application.

PLAN(plan)
Specifies the name of the plan to be used for this entry. If PLAN is specified,
PLANEXITNAME cannot be specified.

PLANEXITNAME(DSNCUEXT|exit)
Specifies the name of the dynamic plan exit to be used for this DB2 entry
definition. If you change the PLAN and PLANEXITNAME while there are active
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transactions for the DB2 entry definition, the next time the transaction releases
the thread, the plan/exit will be determined using the new rules. If
PLANEXITNAME is specified, PLAN cannot be specified.

PRIORITY ({HIGH|EQUAL|LOW})

Specifies the priority of the thread TCBs for this DB2ENTRY relative to the
CICS main TCB (QR TCB).If CICS is connected to DB2 Version 6 or later, the
thread TCBs are CICS open L8 TCBs.

HIGH Thread TCBs have a higher priority than the CICS QR TCB.

EQUAL
Thread TCBs have equal priority with the CICS QR TCB.

LOW Thread TCBs have a lower priority than the CICS QR TCB.

PROTECTNUM({0|value})

Specifies the maximum number of protected threads allowed for this DB2 entry
definition. A thread, when it is released by a transaction and there is no other
work queued, can be protected, meaning that it is not terminated immediately. A
protected thread is terminated after only two complete purge cycles if it has not
been reused in the meantime. Hence, if the purge cycle is set to 30 seconds, a
protected thread is terminated 30 - 60 seconds after it is released, assuming it
is not reused in the meantime. The first purge cycle after the CICS DB2
attachment facility has been started is 5 minutes, after which the
PURGECYCLE value is applied. Threads are only protected while they are
inactive. If a transaction reuses a protected thread, the thread becomes active,
and the current number of protected threads is decremented.

THREADLIMIT({0|value})

Specifies the maximum number of threads for this DB2 entry definition that the
CICS DB2 attachment allows active before requests are made to wait, are
abended, or diverted to the pool.

THREADWAIT ({POOL | YES |NO})
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Specifies whether or not transactions should wait for a DB2ENTRY thread, be
abended, or overflow to the pool should the number of active DB2ZENTRY
threads reach the THREADLimit number.

POOL If all threads are busy, the transaction is diverted to use the pool of
threads. If the pool is also busy, and NO has been specified for the
THREADWAIT attribute on the DB2 connection definition, the
transaction is terminated with abend code ADST.

NO If all threads are busy, a transaction is terminated with an abend code
AD2P.

YES If all threads are busy, a transaction waits until one becomes available.



Chapter 10. DB2TRAN resource definitions

A DB2TRAN defines a transaction, or a group of transactions, associated with a
DB2ENTRY, that are additional to the transactions specified in the DB2ZENTRY
itself.

Only one DB2TRAN definition can be installed for a specific transaction. An attempt
to install a second DB2TRAN definition explicitly referring to the same transaction
ID will fail.

The DB2TRAN definition allows a DB2ENTRY to have an unrestricted number of
transactions associated with it, including names using wildcard characters. You can
define any number of DB2TRANSs to be associated with a single DB2ENTRY.

Defining DB2TRAN resources

You can define DB2TRAN resources in the following ways.
» With the CEDA transaction.

» With the DFHCSDUP utility. For more information, see the CICS Operations and
Utilities Guide.

» With the CREATE system programming (SPI) command. For more information, see
the CICS System Programming Reference.

» With CICSPlex SM Business Application Services (BAS). For more information,
see CICSPlex System Manager Managing Business Applications.

Checks on definitions of DB2 transaction resources
For a DB2TRAN object, the following checks are made:

» That a DB2TRAN of the same name does not appear in the same list. If one
does, a warning message is issued.

* Whether a DB2CONN exists in the group or list. If one does not, a warning
message is issued. This may not be an error because the DB2CONN may exist
in another group, but a DB2CONN must be installed before a DB2TRAN can be
installed.

* Whether the DB2ENTRY specified on the DB2TRAN exists in the group or list. If
not, a warning message is issued.

» That the TRANSID specified on the DB2TRAN exists in the group or list. If not, a
warning message is issued.

Installing DB2 transaction definitions

This section describes the guidelines for installing and discarding DB2TRAN
definitions and the implications of interruptions in partial activity.

* You cannot install more than one DB2TRAN for the same transaction, if you have
given the full transaction ID in the DB2TRAN definition. If you have used a
generic transaction ID with a wildcard character, you can install more than one
DB2TRAN that potentially matches the transaction, but CICS only uses the
closest match (see [‘Wildcard characters for transaction IDs” on page 83).

« A DB2TRAN that refers to a non-existent DB2ENTRY cannot be installed. The
DB2ENTRY must be installed first.
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* Note that when DB2ENTRY and DB2TRAN definitions are defined in the same
group, CICS installs the DB2ENTRY first at install time.

* You can install a new DB2TRAN at any time, even when the CICS DB2 adapter
is connected to DB2.

* A DB2TRAN can be re-installed at any time, and can be discarded at any time.

DB2TRAN definition attributes

»»—DB2TRAN (name ) —GROUP (groupname) ENTRY (db2entry)——>

I—DESCRIPTION(text)—l

|—TRANSID(tr‘ansaction)—|

DB2TRAN (name)
The one to eight character name to identify this DB2 transaction definition.

Acceptable characters:
A-Za-z0-9$@#./-_%&¢2!1:]|"=-,;<>

For information about entering mixed case information, see [‘Entering mixed case]
lattributes” on page 390

DESCRIPTION(text)
You can provide a description of the resource you are defining in this field. The
description text can be up to 58 characters in length. There are no restrictions
on the characters that you can use. However, if you use parentheses, ensure
that for each left parenthesis there is a matching right one. If you use the
CREATE command, for each single apostrophe in the text, code two
apostrophes.

ENTRY (db2entry)
Specifies the name of the DB2 entry definition to which this DB2 transaction
definition refers. It is the DB2 entry definition with which this additional
transaction should be associated.

GROUP (groupname)
Every resource definition must have a GROUP name. The resource definition
becomes a member of the group and is installed in the CICS system when the
group is installed.

Acceptable characters:
A-Z 0-9 § @ #

Any lower case characters you enter are converted to upper case.

The GROUP name can be up to eight characters in length. Lowercase
characters are treated as uppercase characters. Do not use group names
beginning with DFH, because these characters are reserved for use by CICS.

TRANSID(transaction)
Specifies the transaction id to be associated with the entry. If the TRANSID is
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not specified it defaults to the first four characters of the DB2 transaction
definition name. The transaction id can include wildcard characters (see
[‘Wildcard characters for transaction 1Ds”).

Wildcard characters for transaction IDs

Transaction IDs may be coded in generic form using asterisk and plus signs in the
following ways:

» An asterisk (*) can be added to a transaction name, or used alone, to produce
the effect on any value of making it 'wild'. The transaction name specified with an
asterisk at the end of the name represents 0-3 unspecified characters in the
transaction ID. For example, a TRansid of “T*” would represent transaction “T”,
“TA”, “TAB”, “TABE”.

» Aplus sign (+) is allowed in any position to represent any single character.
» An asterisk alone represents any transaction and can act as an alternative pool

definition. It differs from a pool by having the additional attribute of the
DB2ENTRY of overflowing to the pool when the thread allocation is exhausted.

The rules of matching are that the most specific match is taken. For example,
transaction FRED will use DB2ENTRY/(1) specifying a generic transaction ID of
“FRE™, rather than DB2ENTRY(2) specifying a generic transaction ID of “F*”. Also
a '+' is more specific than a ™', eg “FRE+” is more specific than “FRE™*”.

If AUTHTYPE(TX) is specified, the actual TXID is passed to DB2 as the primary
authorization ID, and not the name that used wildcard characters.

Note that if a DB2TRAN is defined using a generic transaction ID that includes a
wildcard, the INQUIRE DB2TRAN command is unable to identify the individual
transactions that match the generic transaction ID. For example, you can issue the
command

CEMT INQUIRE DB2TRAN(*) TRANSID(ABCD)

to see details of the DB2TRAN with which transaction ABCD is associated.
However, if the DB2TRAN is defined using a transaction ID 'ABC*', the INQUIRE
DB2TRAN command is unable to match the DB2TRAN to the transaction ID
'ABCD’, and returns a 'not found' response.
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Chapter 11. DJAR resource definitions

A DJAR defines an instance of a deployed JAR file, which contains enterprise
beans.

The definition identifies a particular instance of a deployed JAR file (in the sense
that it is valid to have multiple versions of the same deployed JAR file deployed in
different CorbaServers in the same region). The DJAR definition also associates the
JAR file instance with its execution environment, the CorbaServer.

A deployed JAR file is an ejb-jar file, containing enterprise beans, on which code
generation has been performed and which has been stored on the z/OS file system.
When the DJAR definition is installed, CICS copies the deployed JAR file (specified
by HFSFILE) into a subdirectory of the z/OS shelf directory of the specified
CORBASERVER.

Usually, you do not have to code DJAR definitions by hand. Typically, they are
created dynamically, by the CICS scanning mechanism.

Defining DJAR

resources

You can define DJAR resources in the following ways.
* Dynamically, using the CICS scanning mechanism.
* With the CEDA transaction.

* With the DFHCSDUP utility. For more information, see the CICS Operations and
Utilities Guide.

»  With the CREATE system programming (SPI) command. For more information, see
the CICS System Programming Reference.

» With CICSPIlex SM Business Application Services (BAS). For more information,
see CICSPlex System Manager Managing Business Applications.

Defining deployed JAR files using the CICS scanning mechanism

To cause deployed JAR files to be defined and installed into a CorbaServer by the
CICS scanning mechanism, place them in the CorbaServer's deployed JAR
directory. (The deployed JAR directory is specified by the DJARDIR option of the
CORBASERVER definition. It is also known as the “pickup” directory.) When the
CorbaServer is installed, CICS scans the pickup directory and automatically installs
any deployed JAR files it finds there. (This automatic scan occurs regardless of
whether the CorbaServer is installed in enabled or disabled state.)

CICS assumes that a file is a deployed JAR if:
1. It has a suffix of .jar (in lowercase).

2. lts base filename is between 1 and 32 characters long. By “base filename” we
mean the part of the filename before the suffix, and excluding any file path. For
example, the base filename of the file djardir\myDeployedJar.jar is
myDeployedJar.

CICS copies any deployed JAR files it finds in the pickup directory to its shelf
directory and dynamically creates and installs DJAR definitions for them. The name
of the DJAR definition is the name of the deployed JAR file on z/OS UNIX. For
example, a deployed JAR file named /var/cicsts/pickup/TheThreeBears.jar
results in a DJAR definition named TheThreeBears.
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After the CorbaServer has been installed, you can:
* Add more deployed JAR files to the pickup directory. CICS installs them:

— When instructed to by means of an explicit EXEC CICS or CEMT PERFORM
CORBASERVER SCAN command. (This command works only when the
CorbaServer is in a steady state—that is, when it is in ENABLED or
DISABLED state, but not when it is in ENABLING, DISABLING, or
DISCARDING state .)

— Orwhen instructed to by the resource manager for enterprise beans
(otherwise known as the RM for enterprise beans), which issues a PERFORM
CORBASERVER SCAN command on your behalf.

» Put updated versions of deployed JAR files into the pickup directory. When you
issue a PERFORM CORBASERVER SCAN command (either explicitly or by
means of the RM for enterprise beans), CICS detects that an update has
occurred and updates both the LASTMODTIME, DATESTAMP, and TIMESTAMP
attributes of the installed DJAR definition and the shelf copy of the deployed JAR
file, to reflect the pickup directory change.

Note:

1. If you use the scanning mechanism in a production region, be aware
of the security implications: specifically, the possibility of CICS
command security on DJAR definitions being circumvented. To guard
against this, we recommend that user IDs given write access to the
z/OS UNIX deployed JAR file directory should be restricted to those
given RACF authority to create and update DJAR and
CORBASERVER definitions.

2. The fact that resource names must be unique in the CSD has
implications for the scanning mechanism:

a. Different CorbaServers in the same CICS region must use different
DJARDIR directories. (Otherwise, performing a scan against
different CorbaServers would result in multiple sets of
identically-named DJAR definitions, each set pointing at a different
CorbaServer. CICS rejects all such sets of definitions except the
first.)

b. For the same reason, you must not place an identically-named
deployed JAR file into multiple DJARDIR directories in the same
CICS region.

If you want to install the same set of beans into more than one
CorbaServer in the same CICS region, you should do one of the
following:

— Name the deployed JAR file differently in each DJARDIR
directory.

— Use static definitions. That is, create multiple (differently-named)
static DJAR definitions, pointing at the same deployed JAR file
on z/OS UNIX but at different CorbaServers.

3. CICS ignores any deployed JAR files in the pickup directory that have
the same name and the same date and time stamps as
currently-installed DJAR resources. A deployed JAR file with the same
name but a later date-and-time stamp than an installed DJAR is
treated as an update.

4. You cannot update a statically-installed DJAR definition by means of
the scanning mechanism—you must first discard the static definition.
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For example, if you have a statically-installed DJAR definition named
myDjarl, you cannot update it by scanning a deployed JAR file named
myDjarl.jar.

An invalid deployed JAR file is not detected early (when the pickup
directory is scanned), but when the EJB environment attempts to open
it. The DJAR resource for an invalid JAR file becomes UNRESOLVED.
CICS outputs a message to indicate what is wrong with the JAR file.
The message is sent to the CICS log and to the “EJB event”
user-replaceable program.

After every scan of the pickup directory, CICS outputs a message
indicating the number of new and the number of updated deployed
JAR files found during the scan.

To determine which DJAR resources have been dynamically installed by the
scanning mechanism and which statically installed from a CSD or by means of
CREATE DJAR, look at the value of the HFSFILE field returned on an INQUIRE
DJAR command. If the DJAR has been dynamically installed, the value will begin
with the CorbaServer's pickup directory. (You should not put statically-installed
deployed JAR files in the pickup directory.) A DJAR name longer than 8 characters
will also indicate a dynamically-installed resource.

Installing deployed JAR files

How to install deployed JAR files using the CICS scanning mechanism is described

in ['Defining deployed JAR files using the CICS scanning mechanism” on page 85

Note:

For performance reasons, CICS installs DJAR definitions in two stages.
On receipt of an install request, CICS puts the resource into a pending
state. Subsequently, possibly after CICS initialization has ended, CICS
completes the installation of any pending resources. If this secondary
installation stage (which involves copying the deployed JAR file to the
z/OS UNIX shelf directory and parsing the information it contains) fails,
the state of the DUAR becomes UNRESOLVED or UNUSABLE. CICS
outputs a message to indicate what is wrong with the JAR file. The
message is sent to the CICS log and to the “EJB event” user-replaceable
program.

For statically-installed DJARs (those installed from a CSD or by means of
CREATE DJAR), installation of the DJAR fails if the deployed JAR file
contains a bean with the same name as a bean which is already installed
in the specified CorbaServer.

For dynamically-installed DJARs (those installed by the scanning
mechanism), installation of the DJAR fails if:

a. The deployed JAR file contains a bean with the same name as a
bean which is already installed in the specified CorbaServer, and the
z/OS UNIX file names of the two deployed JAR files—the one
containing the original bean and the newly-installed one—are
different. (If they are the same (but with a different date-and-time
stamp), CICS treats the newly-deployed JAR file as an update to the
previously-installed version.)

CICS outputs a message to indicate what is wrong with the JAR file. The
message is sent to the CICS log and to the “EJB event” user-replaceable
program.
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3. CSD-installed DJAR definitions must be either in the same group as the
CORBASERVER definition to which they refer, or in a group that is
installed after the group containing the referenced CORBASERVER
definition.

4. When you install a DJAR, CICS checks related resources for
consistency:

* At the end of GROUPLIST installation during CICS initialization.

» After a group containing a DJAR is installed. In this case, related
CORBASERVERSs must either be installed before the group containing
the DJAR, or as part of the same group.

« After a DJAR is installed as an individual resource. In this case,
related CORBASERVERSs must be installed before the DJAR.

5. To update a static DJAR definition—that is, to replace an existing
CSD-installed definition by installing another of the same name—you
must first discard the existing definition.

6. LASTMODTIME, DATESTAMP, and TIMESTAMP are readonly attributes
that CICS updates when the DJAR resource is installed or updated; they
do not appear on the DEFINE DJAR panel. They can be used to
determine whether CICS has refreshed itself after an update is made to
a JAR in the pickup directory. The last-modified-time (LASTMODTIME) is
a packed-decimal value accessible through the EXEC CICS or CECI
INQUIRE DJAR command. The date and time stamps show the same
date-and-time information in human-readable form; they are accessible
through the CEMT INQUIRE DJAR transaction.

DJAR definition attributes

»»—DJAR (name)—GROUP (groupname) |_ _| >
DESCRIPTION(text)

»—CORBASERVER (corbaserver)—HFSFILE (hfsfile)

v
A

CORBASERVER(corbaserver)
specifies the 1-4 character name of the CorbaServer in which this DJAR is to
be installed.

Acceptable characters:
A-Z a-z 0-9

For information about entering mixed case information, see [‘Entering mixed case|
[attributes” on page 390

DESCRIPTION(text)
You can provide a description of the resource you are defining in this field. The
description text can be up to 58 characters in length. There are no restrictions
on the characters that you can use. However, if you use parentheses, ensure
that for each left parenthesis there is a matching right one. If you use the
CREATE command, for each single apostrophe in the text, code two
apostrophes.
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DJAR (name)
specifies the 1-8 character name of this DJAR.

Acceptable characters:
A-Za-z 0-9@# .- _ %&¢?2!:]|"=,;<>

For information about entering mixed case information, see [‘Entering mixed case]
lattributes” on page 390/

The names of statically-installed DJARs (those installed from a CSD or by
means of CREATE DJAR) have a maximum length of 8 characters.

Note: If you hand-code DJAR definitions, do not use names beginning with
DFH, because these characters are reserved for use by CICS.

The names of dynamically-installed DJARs (those installed by the CICS
scanning mechanism) have a maximum length of 32 characters. The name of a
dynamically-installed DJAR is the name of the deployed JAR file on z/OS UNIX.
For example, a deployed JAR file whose z/OS UNIX name is
/var/cicsts/pickup/TheThreeBears.jar results in a DJAR definition named
TheThreeBears.

GROUP (groupname)
Every resource definition must have a GROUP name. The resource definition
becomes a member of the group and is installed in the CICS system when the
group is installed.

Acceptable characters:
A-Z 0-9 § @ #

Any lower case characters you enter are converted to upper case.

The GROUP name can be up to eight characters in length. Lowercase
characters are treated as uppercase characters. Do not use group names
beginning with DFH, because these characters are reserved for use by CICS.

HFSFILE (hfsfile)

specifies the 1-255 character fully-qualified file name of the deployed JAR file
on z/OS UNIX.

The value specified must be a valid name for a UNIX file:

* It must not contain imbedded space characters

* |t must not contain consecutive instances of the / character
* |t is case-sensitive

Acceptable characters:
A-Z a-z 0-9 . / _# @

For information about entering mixed case information, see |“Entering mixed case]
[attributes” on page 390
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Chapter 12. DOCTEMPLATE resource definitions

A DOCTEMPLATE resource definition defines the attributes of a document
template.

A document template is a unit of information that is used to construct a document. A
document template can contain fixed text, and symbols that represent text whose
value is supplied by an application program. Document templates can be created by
a CICS application, or retrieved from an external source. For more information, see
the CICS Application Programming Guide.

The template can reside in one of the following places:

* An MVS partitioned data set (specified by the DDNAME and MEMBERNAME
attributes)

* Atemporary storage queue (specified by the TSQUEUE attribute)

» A transient data queue (specified by the TDQUEUE attribute)

* A CICS program (specified by the PROGRAM attribute)

» A CICS file (specified by the FILE attribute)

* A z/OS UNIX System Services file (specified by the HFSFILE attribute)

The template can also be returned by an exit program (specified by the EXITPGM
attribute).

Defining DOCTEMPLATE resources

You can define DOCTEMPLATE resources in the following ways.
» With the CEDA transaction.

* With the DFHCSDUP utility. For more information, see the CICS Operations and
Utilities Guide.

»  With the CREATE system programming (SPI) command. For more information, see
the CICS System Programming Reference.

» With CICSPlex SM Business Application Services (BAS). For more information,
see CICSPlex System Manager Managing Business Applications.
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DOCTEMPLATE definition attributes
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»»—DOCTEMPLATE (name )—GROUP (groupname) |_ _| >
DESCRIPTION(text)

APPENDCRLF (YES
B (YES)—

> FILE(file) >
|—APPENDCRLF (NO)J —HFSFILE(hfsfile)

—TSQUEUE (tsqueue)

—TDQUEUE (tdqueue)

—PROGRAM (program)

—EXITPGM(program)

|—DDN/-\ME(DFHHTML)—|
L_MEMBERNAME (member)

|—DDNAME (ddname)J

TYPE (EBCDIC)

|—TEMPLATENAME(template)—| |—TYPE (BINARY)—|

APPENDCRLF (YES [NO)
specifies whether CICS is to delete trailing blanks from and append
carriage-return line-feed to each logical record of the template .

DDNAME (DFHHTML | ddname )
when the template resides in an MVS partitioned data set (PDS), specifies the
DDname of the PDS. The name can be up to eight characters in length.

Acceptable characters:
A-Z 0-9 § @ #

Unless you are using the CREATE command, any lowercase characters you enter are
converted to uppercase.

If you specify a value for the MEMBERNAME attribute, but do not specify a
value for DDNAME, the default value of DFHHTML is taken.

If you specify this attribute, you cannot specify EXITPGM, FILE, HFSFILE,
PROGRAM, TDQUEUE or TSQUEUE.

DESCRIPTION(text)
You can provide a description of the resource you are defining in this field. The
description text can be up to 58 characters in length. There are no restrictions
on the characters that you can use. However, if you use parentheses, ensure
that for each left parenthesis there is a matching right one. If you use the
CREATE command, for each single apostrophe in the text, code two
apostrophes.

DOCTEMPLATE (name)
specifies the name of this document template definition. The name can be up to

eight characters in length.
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Acceptable characters:
A-Z a-z0-9$e@#./-_%&¢2!:|"=n-

- s 3 <2

For information about entering mixed case information, see [‘Entering mixed case]
lattributes” on page 390/

EXITPGM(program)

specifies the name of an exit program that generates a template. The name can
be up to eight characters in length.

Acceptable characters:
A-Z 0-9 $ @ #

Unless you are using the CREATE command, any lowercase characters you enter are
converted to uppercase.

If you specify this attribute, you cannot specify DDNAME, FILE,
MEMBERNAME, PROGRAM, TDQUEUE or TSQUEUE.

FILE(file)

when the template resides in a CICS file, specifies the name of the file. The
name can be eight characters in length.

Acceptable characters:
A-Z 0-9 § @ #

Unless you are using the CREATE command, any lowercase characters you enter are
converted to uppercase.

If you specify this attribute, you cannot specify DDNAME, EXITPGM, HFSFILE,
MEMBERNAME, PROGRAM, TDQUEUE or TSQUEUE.

GROUP (groupname)

Every resource definition must have a GROUP name. The resource definition

becomes a member of the group and is installed in the CICS system when the
group is installed.

Acceptable characters:
A-Z 0-9 $ @ #

Any lower case characters you enter are converted to upper case.

The GROUP name can be up to eight characters in length. Lowercase

characters are treated as uppercase characters. Do not use group names

beginning with DFH, because these characters are reserved for use by CICS.
HFSFILE (hfsfile)

When the template resides in a zZOS UNIX System Services file, this specifies
the fully qualified (absolute) or relative name of the z/OS UNIX file. The name
can be specified as an absolute name including all directories and beginning
with a slash, for example, /u/facts/images/bluefish.jpg. Alternatively, it can
be specified as a name relative to the HOME directory of the CICS region

userid, for example, facts/images/bluefish.jpg. Up to 255 characters can be
used.
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Acceptable characters:
A-Za-z 0-9$@#./-_%&¢2!1:]"=-,;<>

For information about entering mixed case information, see [‘Entering mixed case]
lattributes” on page 390/

If you specify this attribute, you cannot specify DDNAME, EXITPGM,
MEMBERNAME, PROGRAM, TDQUEUE or TSQUEUE.

Note: The CICS region must have permissions to access z/OS UNIX, and it
must have permission to access the z/OS UNIX directory containing the
file, and the file itself. Java Applications in CICS explains how to grant
these permissions.

MEMBERNAME (member)
when the template resides in a partitioned data set (PDS), specifies the name

of the member containing the template. The name can be up to eight characters
in length.

Acceptable characters:
A-Z 0-9 $ @ #

Unless you are using the CREATE command, any lowercase characters you enter are
converted to uppercase.

If you specify this attribute, you cannot specify EXITPGM, FILE, HFSFILE,
PROGRAM, TDQUEUE or TSQUEUE.

PROGRAM(program)
when the template resides in a CICS program, specifies the name of the

program. The name can be up to eight characters in length.

Acceptable characters:
A-Z 0-9 $ @ #

Unless you are using the CREATE command, any lowercase characters you enter are
converted to uppercase.

If you specify this attribute, you cannot specify DDNAME, EXITPGM, FILE,
HFSFILE, MEMBERNAME, TDQUEUE or TSQUEUE.

TDQUEUE (tdqueue)
when the template resides in a transient data queue, specifies the name of the

queue. The name can be up to four characters in length.

Acceptable characters:
A-Za-z0-9$@#./-_%&¢21:]|"=-,;<>

For information about entering mixed case information, see [‘Entering mixed case]
lattributes” on page 390

If you specify this attribute, you cannot specify DDNAME, EXITPGM, FILE,
HFSFILE, MEMBERNAME, PROGRAM, or TSQUEUE.

TEMPLATENAME (template)
specifies the name by which the template is known to application programs that

use it. The name can be up to 48 characters in length.
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Acceptable characters:
A-Za-z0-9$0@#./-_%8&¢21:]|"=-,;

< >

For information about entering mixed case information, see [‘Entering mixed case]
lattributes” on page 390/

If you do not specify a value for this attribute, the value of the DOCTEMPLATE
attribute is used, extended on the right with blanks.

TSQUEUE (tsqueue)
when the template resides in a temporary storage queue, specifies the name of
the queue. The name can be up to 16 characters in length.

Acceptable characters:
A-Z a-z 0-9%$0@#./-_%&¢?!:

|"=—-,;<>

For information about entering mixed case information, see [‘Entering mixed case|
lattributes” on page 390

If you specify this attribute, you cannot specify DDNAME, EXITPGM, FILE,
HFSFILE, MEMBERNAME, PROGRAM, or TDQUEUE.

TYPE ({EBCDIC|BINARY})
specifies the format of the contents of the template.

BINARY
When the template is loaded from the template library, no parsing of the

template's contents is done.

EBCDIC
When the template is loaded from the template library, the contents are

parsed as EBCDIC text.
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Chapter 13. ENQMODEL resource definitions

An ENQMODEL defines a named resource for which the EXEC CICS ENQ and EXEC
CICS DEQ commands have a sysplex-wide scope.

Combined with an ENQMODEL resource definition, CICS uses MVS global
resource serialization to provide sysplex-wide protection of application resources.

Local enqueues within a single CICS region are managed within the CICS address
space. Sysplex-wide enqueues that affect more than one CICS region are managed
by GRS.

The ENQSCOPE attribute of an ENQMODEL resource definition, defines the set of
regions that share the same enqueue scope. If the ENQSCOPE attribute is left
blank (the default value), CICS treats any matching ENQ or DEQ as local to the
issuing CICS region. If the ENQSCOPE is non-blank, CICS treats the ENQ or DEQ
as sysplex-wide and passes a queue name and the resource name to GRS to
manage the enqueue.

The CICS regions that need to use sysplex-wide enqueue or dequeue function must
all have the required ENQMODELSs defined and installed. The recommended way to
ensure this is for the CICS regions to share a CSD, and for the initialization group
lists to include the same ENQMODEL groups.

Existing applications can use sysplex enqueues simply by defining appropriate
ENQMODELSs, without any change to the application programs. Those existing
applications where the resource name is determined dynamically and not known in
advance can only be so converted by use of the global user exit XNQEREQ and
the parameter UEPSCOPE (see the CICS Customization Guide for details).

In a multi-tasking, multi-processing environment, resource serialization is the
technique used to coordinate access to resources that are used by more than one
program. MVS global resource serialization (GRS) provides a way to control access
to such resources.

GRS combines systems into a global resource serialization complex, consisting of
one or more systems that are:

« Connected to each other in a ring configuration
» Connected to a coupling facility lock structure in a star configuration

Tip: For reasons of performance, a ring configuration is not recommended for
production regions in a multisystem environment. You should use a star
configuration only in a multisystem sysplex. Note that a coupling facility is
required for a star configuration.

You can display sysplex ENQUEUEs using GRS facilities with the Display GRS

command. This command has many optional keywords, but for this purpose you
can use:

D GRS,RES=(DFHEgname|*,[ rname|,*])

where:
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gname
specifies a 4-character ENQSCOPE defined by an ENQMODEL

rname
specifies an ENQNAME defined by an ENQMODEL

Defining ENQMODEL resources

You can define ENQMODEL resources in the following ways.
» With the CEDA transaction.

* With the DFHCSDUP utility. For more information, see the CICS Operations and
Utilities Guide.

» With the CREATE system programming (SPI) command. For more information, see
the CICS System Programming Reference.

* With CICSPlex SM Business Application Services (BAS). For more information,
see CICSPlex System Manager Managing Business Applications.

Installing enqueue model definitions

As ENQMODELs usually have the default status of ENABLED, the order of
installing ENQMODELs must follow the rules for ENABLING ENQMODELSs; that is,
ENQMODELs forming nested generic ENQnames must be enabled in order from
the most to the least specific. For example, ABCD* then ABC* then AB*.

ENQMODEL definition attributes

»»—ENQMODEL (name ) —GROUP (groupname) |_ _| >
DESCRIPTION(text)

STATUS (ENABLED
[STATUS( -

»—ENQNAME (resource)
|—ENQSCOPE (SCOpe)—| |—STATUS (DISABLED) J

DESCRIPTION(text)
You can provide a description of the resource you are defining in this field. The
description text can be up to 58 characters in length. There are no restrictions
on the characters that you can use. However, if you use parentheses, ensure
that for each left parenthesis there is a matching right one. If you use the
CREATE command, for each single apostrophe in the text, code two
apostrophes.

ENQMODEL (name)

specifies the name of this ENQMODEL definition. The name can be up to eight
characters in length.
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Acceptable characters:
A-Z a-z 0-9§0#./-_%&¢?!:

|"=-|’;<>

For information about entering mixed case information, see [‘Entering mixed case]

lattributes” on page 390/

This name is used to identify the ENQMODEL definition on the CSD file. It is
not used within the active CICS system.

ENQNAME (resource)
specifies the 1 to 255-character resource name.

Acceptable characters:
A-Z a-z 0-9%0@#./-_%&¢?!:

|"=—| s < >

For information about entering mixed case information, see [‘Entering mixed case|
[attributes” on page 390

You can also use a * (asterisk) as the last character, to denote a generic name.

ENQSCOPE (scope)
specifies the optional 4-character enqueue model scope name. If omitted or

specified as blanks, matching enqueue models will have a local scope.

GROUP (groupname)
Every resource definition must have a GROUP name. The resource definition

becomes a member of the group and is installed in the CICS system when the
group is installed.

Acceptable characters:
A-Z 0-9 § @ #

Any lower case characters you enter are converted to upper case.

The GROUP name can be up to eight characters in length. Lowercase
characters are treated as uppercase characters. Do not use group names
beginning with DFH, because these characters are reserved for use by CICS.

STATUS ({ ENABLED | DISABLED})
specifies whether the enqueue model is to be installed in ENABLED or

DISABLED status. ENABLED is the default.

ENABLED
Matching enqueue requests are processed in the normal way.

DISABLED
Matching enqueue requests are rejected, and the issuing task is

abended. Matching INSTALL CREATE and DISCARD requests are
processed.
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Chapter 14. FILE resource definitions

A FILE resource defines the physical and operational characteristics of a file.

The FILE definition includes attributes that provide information about record
characteristics, the types of operations allowed on the file, recovery attributes, and
the operations that are to be journaled. CICS files usually correspond to physical
data sets that must have been defined to VSAM before they are used. Using CICS
files, your applications can:

» Access records in the data set directly
* Access records in a data table that has been loaded from the data set

* Access records in a coupling facility data table where there is no data set
involved (because LOAD(NO) is specified on the CFDT file definition).

The following resources associated with CICS files can be managed using RDO:

* VSAM files (this includes files that refer to CICS-maintained, user-maintained,
and coupling facility data tables as well as files that refer to VSAM data sets)

* Remote VSAM files

* Remote BDAM files

* VSAM local shared resource (LSR) pools

For the file to be used by an active CICS system, its definition must have been
installed on to the system. CICS file control uses the installed definition to find the
file when it needs to access it, to keep count of the number of tasks using the file,
to capture processing statistics, and maintain other file control information.

Remote files

When multiple CICS systems are connected, they can share each other's files; all
such files must be defined to CICS, including those belonging to another system.
Files on other systems are defined as 'remote'. (This does not apply to files
accessed in RLS mode, or coupling facility data tables, which are always defined as
local files. Remote files are accessed through CICS function shipping of file control
requests to the remote region that owns the file.)

The resource attributes needed by CICS for remote files are not specific to the
access method used. You can therefore define both remote BDAM files and remote
VSAM files using RDO.

If you name a REMOTESYSTEM, you may also supply a REMOTENAME, which is
the name of the file used in the remote system.

If you specify a REMOTESYSTEM name that corresponds to the SYSIDNT of the
CICS region in which the file definition is installed, CICS installs the definition as a
local file. Otherwise, CICS installs the definition as a remote file.

When a file definition is installed as a remote file, only the following attributes are
used:

REMOTESYSTEM

REMOTENAME

RECORDSIZE

KEYLENGTH
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The other attributes are used when the same file definition is installed as a local
definition. For more information, see the CICS Intercommunication Guide

Coupling facility data tables

Coupling facility data table support provides a method of file data sharing, using
CICS file control, without the need for a file-owning region, and without the need for
VSAM RLS support. Data is held in a coupling facility list structure, in a table that is
similar in many ways to a shared user-maintained data table.
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Unlike user-maintained data tables, coupling facility data tables do not have to be
pre-loaded from a source data set. Loading a coupling facility data table is
controlled by the DSNAME and LOAD attributes of the file resource definition, which
allows CFDTs to be populated entirely by the application programs that use them by
specifying LOAD(NO).

The way you use LOAD(YES) and the DSNAME attributes allows you to control
loading of a CFDT in various ways, such as:

1.

Any CICS region can load the coupling facility data table. The first file open for
the CFDT loads it, regardless of which CICS region issues the open. The data
set is opened read-only by the loading CICS. All file definitions for the table
specify LOAD(YES) and the DSNAME of a source data set. If you use this
approach, ensure that the same data set is named on each file definition,
otherwise the data set named on the first to be opened is the one that is loaded
into the CFDT. CICS does not verify that the DSNAMEs are the same for all
files that refer to the same CFDT.

One CICS region can be made responsible for loading the coupling facility data
table. The loading region contains a file definition for the CFDT that specifies
LOAD(YES) and the DSNAME for the data set, which is opened read-only by
the loading CICS. Other CICS regions do not need access to the source data
set, but they cannot open the CFDT until the loading region has opened it. The
file definitions for the CFDT in non-loading regions must also specify
LOAD(YES) but omit the DSNAME.

You can restrict access to a coupling facility data table until after it has been
loaded by using two (or more) file names that refer to the same coupling facility
data table. To control access in this way:

» Define only one file name as being capable of loading the data table, by
specifying LOAD(YES) and DSNAME(dataset_name) Do not refer to this file
name from application programs.

» Define another file (or files) for application program use, ensuring that this file
definition cannot initiate table loading. Specify LOAD(YES), but ensure the
data set name is not specified on the DSNAME attribute, and that there is no
DD statement for this file (or files).

» Ensure that the load-capable file is opened before any application programs
are likely to require access to the data table. For example, define the
table-loading file name with OPENTIME(STARTUP) to ensure that the file is
opened automatically toward the end of CICS initialization.

* Ensure that application programs access the data table by referring to a
filename that does not load the data.

Some hybrid of the above two approaches can be used, where some CICS
regions can load the table, and others require it to be loaded on their behalf.
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Shared data tables

For detailed information on defining CICS-maintained data tables and
user-maintained data tables (collectively referred to as shared data tables), please
see the CICS Shared Data Tables Guide.

Defining FILE resources

You can define FILE resources in the following ways.

With the CEDA transaction.

With the DFHCSDUP utility. For more information, see the CICS Operations and
Utilities Guide.

With the CREATE system programming (SPI) command. For more information, see
the CICS System Programming Reference.

With CICSPlex SM Business Application Services (BAS). For more information,
see CICSPlex System Manager Managing Business Applications.

Installing file definitions

This procedure uses the CEMT and CEDA transactions to install a FILE definition.
As an alternative to CEMT, you can use the EXEC CICS SET FILE command in a
user-written transaction to disable and enable the file.

1.

If the file already exists, ensure that it is closed and disabled. Use the following
command:

CEMT SET FILE(filename) CLOSED DISABLED
Install the file definition. Use the following command:

CEDA INSTALL GROUP(groupname) FILE(filename)

Optional: When you have successfully installed the group containing the file,
use CEMT to open and enable the file. Perform this step only if the file is not
already defined as ENABLED, and you want to open the file explicitly. Use the
following command:

CEMT SET FILE(filename) OPEN ENABLED

FILE definition

attributes

»»—FILE (name)—GROUP (groupname)

\

|—ADD(NO)

v

|—DESCRI PTION (text)—l |—ADD(YES)—I

—BACKUPTYPE(STATIC)—| |—BROWSE (NO)

v

\

—BACKUPTYPE(DYNAMIC)—| |—BROWSE (YES)—| |—CFDTPOOL((:fdl‘pooZ )—|

—DATABUFFERS (2) — |—DELETE(NO)—| |—DISPOSITION(SHARE)—|

v

L_DATABUFFERS (value)— I—DELETE(YES)—' LDISPOSITION(OLD)J
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DSNSHARING (ALLREQS)—— |—FWDRECOV LOG (NO)

v

Yy

|—DSNAME (dsname)—| |—DSNSHARI NG (MODIFYREQS)— |—FWDRECOV LOG(journal)—

|—INDEXBUFFERS(1) |—JOURNAL(N0)

y
v

|—INDEXBUFFERS(number)— |—JOURNAL(jour'nal)—| Journaling attributes |—

—LOAD(NO LSRPOOLID (1) —
( )—| r (1)

Yy

|—KEYLENGTH (value)—| —LOAD(YES)—| i:LSRPOOLID(NONE)
LSRPOOLID(Isrpool)—

|—MAXNUMRECS(NOLIMIT)— |—0PENTIME(FIRSTREF)—|

y

|—MAXNUMRECS (number)— I—NSRGROUP (group)—| |—OPENTIME (STARTU P)J

READ(YES)—l |—READINTEG (UNCOMMITTED)—l

|—PASSWORD (password)—| |—READ (NO) J i:READINT EG(CONSISTENT)
READINTEG (REPEATABLE)

|—RECORDFORMAT(V)—| |—RECOVERY(NONE)

\

|—RECORD FORMAT ( F)—| |—RECORDS IZE (number‘)—| i:RECOVERY (ALL)
RECOVERY (BACKOUTONLY)—

|—RLSACCESS (NO)—|

Y

I—REMOTESYSTEM(connection) |_ _| | |—RLSACCESS(YES)—|
REMOTENAME (file)

—STATUS (ENAB LED)—| |—STRI NGS(1)

y

—STATUS (DISABLED)ﬂ |—STRINGS (number)—
LSTATUS (UNENABLED)

—TABLE (NO)

v
v

UPDATEMODEL (LOCKING)——
—TABLE(CF)

|—TABLENAME(Cfdt)—| |—UPDATEMODEL(CONTENTION)—

- TABLE(CICS)
L_TABLE (USER)

—UPDATE(NO)—|

\ 4
Y
A

—UPDATE(YES)—|

Journaling attributes:

JINLADD(NONE)——  —JNLREAD(NONE)———  —JNLUPDATE (NO)
L [ [ ] .
JNLADD (AFTER)—{  |—JINLREAD (ALL)——— LJNLUPDATE(YES)J
JINLADD(ALL)——{ | ~JINLREAD (READONLY)——
JNLADD (BEFORE)—  L-JNLREAD (UPDATEONLY)—
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JNLSYNCREAD (NO JNLSYNCWRITE (YES
B W= (YES)T

I—JNLSYNCREAD(YES)—' l—JNLSYNCWRITE(NO)—I

ADD ({NO|YES})
specifies whether records can be added to the file.

BACKUPTYPE ({STATIC|DYNAMIC})
CICS VSAM files can be defined as eligible for backup while open for update.
This attribute is not used for files defined with RLSACCESS(YES), or if the
recovery options are defined in the ICF catalog. To force CICS to use this
attribute instead of the recovery options in the catalog, set the NONRLSRECOV
system initialization parameter to FILEDEF. For files that are accessed in RLS
mode, you must specify the backup type on the data set definition in the ICF
catalog.

This attribute is ignored for coupling facility data tables and, if there are any
recovery attributes defined in the ICF catalog for a source data set associated
with the table, these also are ignored. A CFDT is not eligible for
backup-while-open (BWO).

Possible values are:
DYNAMIC

Specify this along with the RECOVERY attribute of ALL to make the file
eligible for backup while open for update.

STATIC
The file is not eligible for backup while open for update.

BROWSE ({NO|YES})
specifies whether records can be retrieved sequentially from the file.

CFDTPOOL (cfdtpool)
specifies the name of the coupling facility data table pool containing the table
defined by this file definition. This attribute is required if you specify TABLE(CF).

Acceptable characters:
A-Z 0-9 $ @ #

Unless you are using the CREATE command, any lowercase characters you enter are
converted to uppercase.

Coupling facility data tables can be separated (for purposes of accounting,
security, administration, and so on) into groups (pools) of CFDTs. The names of
all coupling facility data table pools must be unique within the sysplex, but can
be the same as the names of other types of pools, such as TS data sharing
pools.

Opening a file that references a coupling facility data table requires that a
coupling facility data table server for the named pool is running in the MVS in
which the open request is issued. If the required server has not been started,
the file open request fails.

Note: The CFDTPOOL attribute is meaningful only for CFDTs. You can specify
a pool name for a file that is not defined as TABLE(CF), but CICS
ignores it. If you subsequently alter the file definition to reference a
coupling facility data table, the CFDTPOOL name comes into effect.
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DATABUFFERS ({2|value})
specifies the number of buffers to be used for data. Use a value in the range 2
(the default) through 32767. The minimum value you can specify is one more
than the number of strings defined in the STRINGS attribute.

DELETE({NO|YES})
specifies whether records can be deleted from the file.

DESCRIPTION(text)
You can provide a description of the resource you are defining in this field. The
description text can be up to 58 characters in length. There are no restrictions
on the characters that you can use. However, if you use parentheses, ensure
that for each left parenthesis there is a matching right one. If you use the
CREATE command, for each single apostrophe in the text, code two
apostrophes.

DISPOSITION ({SHARE | OLD})
specifies the disposition of this file.

OLD Equivalent to the DISP=0OLD parameter in JCL.

SHARE
Equivalent to the DISP=SHR parameter in JCL.

DSNAME (dsname)
specifies the data set name (as known to the operating system) to be used for
this file. DSNAME can be 1 through 44 characters, conforming to the rules for
MVS data set names (see the DSNAME parameter in the z/0OS MVS JCL
Reference).

Acceptable characters:
A-Z0-9%e@+# .-

Any lowercase characters you enter are converted to uppercase.

At file open time, if no JCL statement exists for this file, the open is preceded
by a dynamic allocation of the file using this DSNAME. If the file definition refers
to a data table (CICS, USER, or CF) the DSNAME must be that of a VSAM
base KSDS. It cannot be a path or alternate index data set.

The DSNAME specified on a DD statement for this file in the CICS start-up JCL
takes precedence over the DSNAME specified in this file definition.

Coupling facility data tables
If the file definition specifies LOAD(YES) and it is not already opened,
DSNAME specifies the name of the source data set from which the
table is to be loaded. Alternatively, you can specify the source data set
on a DD statement in the CICS startup JCL. The data set specified
must be a VSAM base KSDS.

If there is a path or alternate index associated with the source data set,
then any updates made via the file will not be reflected in either the
source data set or its associated alternate indexes. A coupling facility
data table is entirely independent of its source data set after loading
has completed.

If you want table loading to be initiated by the opening of another file
specified by a different file definition, omit this attribute. In this case,
also ensure that the file name is not specified on a DD statement in the
CICS JCL. Attempts to open the file fail until CFDT loading has been
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initiated. For more information about loading a coupling facility data
table from a data set, see [‘Coupling facility data tables” on page 102)

If LOAD(NO) is specified, this attribute is not required and is ignored.

DSNSHARING ({ALLREQS |[MODIFYREQS})

specifies whether VSAM data set name sharing is used for the VSAM file. The
possible values are:

ALLREQS
Data set name sharing is set in the ACB when the file is opened and is
therefore used for all file requests.

MODIFYREQS
Data set name sharing is set in the ACB when the file is opened only if
an operation of DELETE, ADD, or UPDATE is set for the file.

FILE (name)
specifies the name of the file. The name can be up to eight characters in
length.

Acceptable characters:
A-Z 0-9 $ @ #

Unless you are using the CREATE command, any lowercase characters you enter are
converted to uppercase.

The name must not start with a numeric character.

FWDRECOVLOG ({NO |journal})

specifies the journal that corresponds to the MVS system logger log stream that
is to be used for forward recovery.

This attribute is ignored for coupling facility data tables and, if there are any
recovery options defined in the ICF catalog for a source data set associated
with the table, these also are ignored. A CFDT is not forward recoverable.

NO Forward recovery logging is not required for this file.

journal The number that identifies the journal that CICS is to use for the
forward recovery log. CICS journal names are of the form DFHJnn
where nn is in the range 1 through 99. The after images for forward
recovery are written to the MVS log stream that corresponds to journal
name DFHJnn.

Note: In CICS Transaction Server for z/OS, DFHJO01 is not the system
log.

This attribute is used by CICS only if:

+ RECOVERY(ALL) is specified

* RLSACCESS(NO) is specified

* No recovery attributes are defined in the ICF catalog

If you define the recovery attributes for a file in the ICF catalog entry for the
corresponding data set, CICS always uses the ICF catalog recovery attributes
and ignores those in the FILE resource. To force CICS to use the FILE resource
attributes instead of the recovery options in the catalog, set the NONRLSRECOV
system initialization parameter to FILEDEF. You can alter the recovery attributes
defined in the ICF catalog by using the IDCAMS ALTER command. This is not
prevented while there are ACBs open for a data set. However, if you change
the recovery attributes, be aware of the possible effect on data integrity.
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CICS takes a copy of the recovery attributes for a data set from the ICF catalog
on the first open-for-update in a sequence of open requests for a data set. This
means that a single CICS region is not affected by an update to recovery
attributes. However, if a data set is opened in RLS mode and the attributes on
the ICF catalog are modified, a second CICS region could open the same data
set for update and copy a different set of attributes, with a risk to data integrity.

If you need to alter recovery attributes defined in the ICF catalog (for example,
to change the forward recovery log stream name), quiesce the data set before
making any changes. This ensures that the data set cannot be used in RLS
mode until you have made the change and unquiesced the data set.

GROUP (groupname)

Every resource definition must have a GROUP name. The resource definition
becomes a member of the group and is installed in the CICS system when the
group is installed.

Acceptable characters:
A-Z7 0-9 § @ #

Any lower case characters you enter are converted to upper case.

The GROUP name can be up to eight characters in length. Lowercase
characters are treated as uppercase characters. Do not use group names
beginning with DFH, because these characters are reserved for use by CICS.

INDEXBUFFERS ({1|number})

specifies the number of buffers to be used for the index. Use a value in the
range 1 through 32767. The minimum value you can specify is the number of
strings defined in the STRINGS attribute.

JNLADD ({NONE | BEFORE |AFTER |ALL})

specifies the add operations you want recorded on the journal nominated by the
JOURNAL attribute. Possible values are:

AFTER
Journal the file control write operation after the VSAM I/O operation.

ALL  Journal the file control write operation both before and after the VSAM
I/O operation has completed.

BEFORE
Journal the file control write operation before the VSAM 1/O operation.

NONE Do not journal add operations.

JNLREAD ( {NONE | UPDATEONLY | READONLY |ALL})

specifies the read operations you want recorded on the journal nominated by
the JOURNAL attribute. Possible values are:

ALL Journal all read operations.
NONE Do not journal read operations.

READONLY
Journal only READ ONLY operations (not READ UPDATE operations).

UPDATEONLY
Journal only READ UPDATE operations (not READ ONLY operations).
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JINLSYNCREAD ({NO|YES})
specifies whether you want the automatic journaling records, written for READ
operations to the journal specified by JOURNAL, to be written synchronously or
asynchronously.

JINLSYNCWRITE ({YES |NO})
specifies whether you want the automatic journaling records, written for WRITE
operations to the journal specified by JOURNAL, to be written synchronously or
asynchronously.

JNLUPDATE ({NO|YES})
specifies whether you want REWRITE and DELETE operations recorded on the
journal nominated by the JOURNAL attribute.

JOURNAL ({NO|journal})
specifies whether you want automatic journaling for this file. The journaled data
is in the format of the VSAM record and is used for user controlled journaling.

The data to be journaled is identified by the JNLADD, JNLREAD,
JNLSYNCREAD, JNLSYNCWRITE, and JNLUPDATE attributes.

For a CICS-maintained data table, journaling is performed only for requests that
result in VSAM 1/O requests.

For a user-maintained data table or a coupling facility data table journaling is
not performed for any file control operations. However, although automatic
journaling for these tables is not supported, if you specify a journal number,
CICS tries to open the log stream for the specified journal when opening the
file.

Note: Automatic journaling is independent of logging to the system and forward
recovery logs, as specified by the RECOVERY and FWDRECOVLOG
attributes.

Possible values are:

NO No automatic journaling is to take place for this file.

number
The number that identifies the journal that CICS is to use for the
autojournal. CICS journal names are of the form DFHJnn, where nn is
in the range 1 through 99.

Note: In CICS Transaction Server for z/OS, DFHJO01 is not the system
log.

KEYLENGTH (value)
specifies the length in bytes of the logical key of records in remote files, and in
coupling facility data tables that are specified with LOAD(NO).

If KEYLENGTH is not defined here, the KEYLENGTH option must be specified
on file control commands in the application programs that refer to this file. If
KEYLENGTH is not defined here and not specified in the application program,
and the key is longer than 4 characters, the default value is 4.

Remote files
The range for key length is 1 through 255.

Coupling facility data tables
The range for key length is 1 through 16. Key length is required only if
LOAD(NO) is specified.
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You can, optionally, specify a key length for coupling facility data tables
specified with LOAD(YES), in which case you should be aware of the
following:

* The key length is obtained from the ICF catalog entry for the data set
from which the table is loaded. If you specify a key length, the key
length must match that specified for the source data set, otherwise
attempts to open the file fail with an error message.

* If, when opening the file, CICS finds that the CFDT has already been
created, and the key length is different from that used when loading
the data set, the open fails.

If you specify a key length for a file that is not a remote file, or does not
refer to a CFDT, it has no effect unless the file is redefined, either as a
remote file or to reference a CFDT. Note, however, that if you specify a
key length, the value returned by an INQUIRE FILE command is as
follows:

* If the file is open, CICS returns the value obtained from VSAM, which
can be different from that specified on the file definition.

 If the file is closed, CICS returns the value specified on the file
definition.

The value for this attribute must be the same throughout the sysplex in
all file definitions that reference the same coupling facility data table.

LOAD ({NO|YES})
specifies whether the coupling facility data table is to be loaded from a source
data set when first opened.

NO Means the coupling facility data table does not require loading from a
source data set; it is fully usable by application programs as soon as it
is open. The table is loaded by the application programs that use it,
which is the default method for a coupling facility data table.

YES Means the coupling facility data table has to be loaded from a source
data set before it is fully usable; the application programs that use this
coupling facility data table rely on it containing the records from a
source data set. Loading does not have to be completed before data
can accessed.

This attribute is meaningful only for files defined with the TABLE(CF) attribute.
You can specify the LOAD attribute for a file that is not defined as TABLE(CF),
but CICS ignores it. (CICS-maintained and user-maintained tables are loaded

automatically always from a source data set.) If you subsequently alter the file
definition to reference a coupling facility data table, the LOAD attribute comes
into effect.

Ensure that the value for this attribute is the same throughout the sysplex in all
file definitions that reference the same coupling facility data table.

For more information about using this attribute, see [‘Coupling facility datal
tables” on page 102

LSRPOOLID({1]2|3|4|5]|6|7|8|NONE})
specifies the identity of the local shared resource pool. The default value for

LSRPOOLID is 1, unless a value has been specified for the NSRGROUP
attribute, in which case the default value for LSRPOOLID is NONE.

NONE Specifies that the data set associated with this file uses VSAM
nonshared resources (NSR).
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Note:

1. You cannot specify NONE for a CICS shared data table
(CICS- or user-maintained): both these types of data table
must use an LSR pool. However, this restriction does not
apply to a coupling facility data table, for which you can
specify NONE.

2. VSAM nonshared resources (NSR) are not supported for
transactions that use transaction isolation. You should specify
ISOLATE(NO) when you define transactions that access
VSAM files using NSR. You can also function ship the file
request to a remote region. The DFHMIRS program that
carries out the request is defined with an EXECKEY of CICS.
A CICS-key program has read and write access to CICS-key
and user-key storage of its own task and all other tasks,
whether or not transaction isolation is active.

112131415161718

The value, in the range 1 through 8, identifies the number of the VSAM
shared resource pool that is used by the VSAM data set associated
with this file. The data set is defined as using VSAM local shared
resources (LSR). You are recommended to define the buffers, strings,
and other resources explicitly in an LSRPOOL resource definition that
corresponds to this LSRPOOLID.

By default, if the file definition specifies RLSACCESS(YES), the LSRPOOLID is
ignored when CICS opens the file. However, if you change a file definition that
specifies an LSR pool from RLSACCESS(NO) to RLSACCESS(YES), you are
recommended to keep the LSRPOOLID. This ensures that, if the file is switched
at any time from RLS to LSR mode, the file correctly references an LSR pool.

MAXNUMRECS ( {NOLIMIT | number})

specifies the maximum number of records (entries) to be accommodated in the
data table. You can use this attribute to prevent a runaway transaction from
using:

» All the storage in the server's pool if the table is a coupling facility data table

» All the storage in the MVS data space if the table is a CICS- or
user-maintained table.

This attribute is meaningful only for files defined with 'CICS', 'USER!, or 'CF' for
the TABLE attribute. You can specify MAXNUMRECS for a file that is defined
with TABLE(NO), but it has no effect. If you subsequently alter the file definition
to reference a data table, the MAXNUMRECS value comes into effect.

NOLIMIT
There is no user-specified limit placed on the number of records that
can be stored in the table. CICS imposes a limit of 2 147 483 647, the
maximum fullword value.

number
Specifies the maximum number of records allowed in the table, in the
range 1 through 99 999 999.

If you are setting a limit for a recoverable coupling facility data table,
specify a value that is about 5 to 10% greater than the maximum
number of records the table is expected to contain. This is to allow for
additional records that can be created internally for processing
recoverable requests. The margin you allow for this internal processing
depends on the level of use of the coupling facility data table, and the
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nature of that use. An effect of this internal processing is that the
NOSPACE condition with a RESP2 of 102 can be raised on a WRITE
or REWRITE request to a recoverable coupling facility data table that
apparently has fewer records than the MAXNUMRECS limit that has
been specified for it.

NSRGROUP (group)

specifies a symbolic name (up to eight characters) to group together file
definitions that refer to the same VSAM base data set. The value is purely
symbolic and need not refer to any particular file definition. It is merely
necessary that all file definitions that need to be grouped together have the
same name. You do not have to specify this attribute to ensure correct
processing, but if you do not provide it, performance of your system might be
degraded.

The NSRGROUP attribute takes effect only for files referencing data sets that
use VSAM nonshared resources. The NSRGROUP attribute must not be coded
for a data table. It is associated with the VSAM concept of data set name
sharing which causes VSAM to create a single control block structure for the
strings and buffers required by all the files that relate to the same base data
set.

When the first member of such a group of files is opened, the total number of
strings to be allocated for all file entries in the group must be specified to VSAM
(by means of the BSTRNO value in the Access Control Block). The VSAM
control block structure is built this time regardless of whether the first file to be
opened is associated with a path or base data set. The value of BSTRNO is
calculated at this time by adding together the STRINGS values in all the file
definitions with the same NSRGROUP attribute. After the first file in the group is
opened, any new files added to the group do not affect the VSAM control block
structure already built. This would change only if all the files open against the
base were closed and then re-opened.

Data set name sharing is forced by CICS as the default for all VSAM files. Data
set name sharing is not in effect if a file is opened for read-only processing with
DSNSHARING=MODIFYREQS. A file with DSNSHARING=MODIFYREQS still,
however, contributes to the BSTRNO calculation.

If a file is using VSAM nonshared resources, and you do not provide an
NSRGROUP attribute, the VSAM control block structure might be built with
insufficient strings for later processing. When this happens, VSAM invokes the
dynamic string addition feature to provide the extra control blocks for the strings
as they are required. This mechanism is, however, inefficient and the extra
storage is not released until the end of the CICS run.

For files specifying that VSAM local shared resources are to be used
(LSRPOOLID=n, where n is in the range 1 to 8), NSRGROUP has no effect.

|Figure 1 on page 113| shows an example of how to specify the required file
control definition for a VSAM base data set and alternate index path.
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CEDA DEFINE FILE(VSAMIOB) GROUP (xxxxxx)
DSNAME (DTGCAT . VSAM10B)
DISPOSITION(SHARE) ADD(YES)
BROWSE(YES) DELETE(YES) READ(YES)
UPDATE(NO) RECORDFORMAT (F)
STRINGS(8) LSRPOOLID(NONE)
RECOVERY (NONE)  NSRGROUP (GROUP1)
INDEXBUFFERS(8) DATABUFFERS(9)

CEDA DEFINE FILE(VSAMIOP) GROUP (xxxxxx)
DSNAME (DTGCAT . VSAM10P)
LSRPOOLID(NONE) DISPOSITION(SHARE)
STRINGS(5) NSRGROUP (GROUP1)
BROWSE(YES) DELETE(NO) READ(YES)
ADD(NO) UPDATE(NO) RECORDFORMAT (F)
RECOVERY (NONE)  INDEXBUFFERS(5)
DATABUFFERS (6)

Figure 1. VSAM base data set and alternate index path definition.

OPENTIME ({FIRSTREF|STARTUP})
specifies when the file is opened. Possible values are:

FIRSTREF

The file remains closed until a request is made to open it by:

* A master terminal command

* An EXEC CICS SET FILE OPEN command in an application

program
« An implicit open
STARTUP

The file is opened immediately after CICS initialization by an

automatically initiated CICS transaction (CSFU), unless the status of the

file is UNENABLED when the file is left closed.
PASSWORD (password)

specifies the 1-to 8-character password that is used to verify user access to the

file.

CICS masks the password you supply to avoid unauthorized access. You
should therefore find a safe way of recording the password.

READ ({YES [NO})
specifies whether records on this file can be read.

READINTEG ({UNCOMMITTED | CONSISTENT |REPEATABLE})

specifies the level of read integrity required for files defined with
RLSACCESS(YES). Read integrity does not apply to non-RLS access mode
files, CICS shared data tables, or coupling facility data tables.

You can use READINTEG to set a default level of read integrity for a file. The
default level of read integrity is used by programs that do not specify one of the
API read integrity options UNCOMMITTED, CONSISTENT, or REPEATABLE on
the READ, READNEXT, or READPREV commands. However, if an application

program uses one of these explicitly to specify read integrity, the API option
overrides any value specified on this READINTEG attribute.

Note: You can specify read integrity options only on CICS file control API

commands or in CICS file resource definitions. You cannot use the
equivalent parameter on the DD statement for files opened by CICS.
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You can specify CONSISTENT or REPEATABLE in a file resource definition, to
make read integrity available to programs written before these options were
available on the API, and without having to modify those programs. However, if
you do this, be aware that enforcing consistent or repeatable reads can
introduce unexpected deadlocks. Programs might also encounter the LOCKED
condition.

CONSISTENT

The record is read with consistent read integrity. If the record is being
modified by another transaction, the READ request waits until the
update is complete, the timing of which depends on whether the data
set is recoverable or nonrecoverable:

» For a recoverable data set, the READ request completes when the
updating transaction completes its next syncpoint or rollback.

» For a nonrecoverable data set, the READ completes as soon as the
VSAM request performing the update completes.

CONSISTENT is valid only if you also specify RLSACCESS(YES)—the
resource definition is rejected with an error if you specify CONSISTENT
for a non-RLS file.

REPEATABLE

The record is read with repeatable read integrity. If the record is being
modified by another transaction, the READ request waits until the
update is complete, the timing of which depends on whether the data
set is recoverable or nonrecoverable:

* For a recoverable data set, the READ request completes when the
updating transaction completes its next syncpoint or rollback.

* For a nonrecoverable data set, the READ completes as soon as the
VSAM request performing the update completes.

After the read completes, a shared lock remains held until syncpoint.
This guarantees that any record read within a unit-of-work cannot be
modified while the task makes further read requests. Error responses
such as NOTFND might not be repeatable.

REPEATABLE is valid only if you also specify RLSACCESS(YES)—the
resource definition is rejected with an error if you specify REPEATABLE
for a non-RLS file.

UNCOMMITTED
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The record is read without read integrity. CICS obtains the current value
of the record as known to VSAM. No attempt is made to serialize this
read request with any concurrent update activity for the same record.
The record returned might be a version updated by another transaction,
but not yet committed, and this record might change if the update is
subsequently backed out.

Note:

1. UNCOMMITTED is the same level of integrity that is
provided by those releases of CICS that do not support the
READINTEG attribute.

2. Specify UNCOMMITTED for any kind of data table. Any
value other than UNCOMMITTED is allowed if
RLSACCESS(YES) but is ignored if TABLE(CF),
TABLE(CICS), or TABLE(USER) is also specified for the file.



RECORDFORMAT ({V|F})
specifies the format of the records on the file.

F The records are fixed length. For VSAM files, specify this only if the
VSAM access method services definition specifies fixed size records
(that is, the average size is equal to the maximum size), and all the
records in the file are of that size.

F is invalid for user-maintained data tables and coupling facility data
tables

<

The records are variable length. All user-maintained data tables and
coupling facility data tables must be specified as variable length.
Otherwise, CICS returns an error message stating that
RECORDFORMAT(F) conflicts with TABLE(CF) or TABLE(USER)
options and is ignored.

RECORDSIZE (number)
specifies the maximum length in bytes of records in a remote file or a coupling
facility data table. The size specified can be in the range 1 through 32767.

For coupling facility data tables only
This value is required if the file definition for the table specifies
LOAD(NO).

You can also specify this attribute if LOAD(YES) is specified (for
example, to make it easier for switching the file definition between
LOAD(NO) and LOAD(YES)). However, if you specify LOAD(YES), the
record size value must match that for the source data set, otherwise
CICS fails to open the table. There are three conditions in which CICS
can detect an error because of an incorrect record size with
LOAD(YES):

1. Before opening the table, CICS verifies that the VSAM-defined
record size for the data set from which the coupling facility data
table is to be loaded is the same as the size, if any, in the file
definition. If the record size is different, CICS returns error message
DFHFC7081.

2. The record size (if specified) on the file definition is the same as
that defined to VSAM for the data set, but on opening the table,
CICS finds the table is already loaded with data of a different record
size. This is probably because the data was loaded from a different
data set from the one specified by this file definition. In this case
CICS returns error message DFHFC7082.

3. The file definition for the table being opened specifies a record size,
but not a data set name because the table is to be loaded by the
opening of a different file. If the table has already been created, the
open of a file specifying a different record size fails with message
DFHFC7083.

To avoid the above errors, ensure the value for this attribute is the
same throughout the sysplex in all file definitions that reference the
same coupling facility data table, or omit it altogether for files that
specify LOAD(YES).

If you specify a record size for a file that is not a remote file, or does
not refer to a CFDT, it has no effect unless the file is redefined, either
as a remote file or to reference a coupling facility data table. Note,
however, that if you specify a record size, the value returned by an
INQUIRE FILE command is as follows:
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 If the file is open, CICS returns the value obtained from VSAM, which
can be different from that specified on the file definition.

« If the file is closed, CICS returns the value specified on the file
definition.

Note: For coupling facility data tables, if you can keep the record size
to 63 bytes or less, there is a signficant gain in performance as a
result of the way records are held in the coupling facility.

RECOVERY ( {NONE | BACKOUTONLY |ALL})
specifies the type of recovery required for the file.

This attribute is not used for files defined with RLSACCESS(YES), or if the
recovery options are defined in the ICF catalog. If LOG is defined in the ICF
catalog, CICS ignores the RECOVERY option and takes the LOG value from
the ICF catalog, even for files defined with RLSACCESS(NO). If LOG(ALL) is
specified in the ICF catalog, CICS also takes the LOGSTREAMID and BWO
values from the ICF catalog. To force CICS to use this attribute instead of the
recovery options in the catalog, set the NONRLSRECOV system initialization
parameter to FILEDEF.

For files that are accessed in RLS mode, you must specify the recovery
parameters with the data set definition in the ICF catalog. See the CICS
Recovery and Restart Guide for more information.)

For coupling facility data tables and user-maintained tables that are defined
with a source data set, any recovery attributes in the ICF catalog are ignored.
The recovery attributes are a property of the file not the associated data set.

For coupling facility data tables, the recovery attribute must be the same
throughout the sysplex in all file definitions that reference the same coupling
facility data table.

ALL  Except for coupling facility data tables, which manage their own
recovery and do not use the services of log manager or recovery
manager, before images are recorded in the system log, and after
images in the journal specified in the FWDRECOVLOG attribute.

Records written to the FWDRECOVLOG are independent of any
automatic journaling options that can be set.

RECOVERY=ALL together with FWDRECOVLOG provide a means of
separating the needs of a forward recovery utility from those of
automatic journaling. Additional information, not available via automatic
journaling, is recorded on the FWDRECOVLOG. RECOVERY=ALL plus
FWDRECOVLOG is the recommended way to provide forward recovery
support.

Existing forward recovery utilities that used the JREQ=(WU,WN) and
JID=FCT macro settings can still be used with these settings. The RDO
equivalents of these automatic journaling settings are
JNLADD=BEFORE, JNLUPDATE=YES, and the JOURNAL attribute.

For CICS-maintained data tables, the data table and its source data
set are logged, journaled, and recovered together.

For user-maintained tables, specifying ALL has the same effect as
specifying BACKOUTONLY: only dynamic backout is provided. There is
no forward recovery support for user-maintained tables.

For coupling facility data tables you cannot specify ALL.
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Note: When ALL is specified for VSAM ESDS files, CICS is unable to
perform backout of ADDs. To cope with this situation, code user
exit XFCLDEL to avoid the file being closed because of the error.

BACKOUTONLY
Except for coupling facility data tables, which manage their own
recovery and do not use the services of log manager or recovery
manager, before images are recorded in the system log.

For CICS-maintained data tables, BACKOUTONLY specifies that the
data table and its source data set are recoverable. They are both
updated in step and, if required, recovered in step.

For user-maintained tables, this specifies only dynamic backout. No
log records are written and, therefore, there is no recovery at
emergency restart.

For coupling facility data tables, BACKOUTONLY is permitted only if
the coupling facility data table is defined with
UPDATEMODEL(LOCKING). You cannot specify this attribute for
UPDATEMODEL(CONTENTION). Specifying BACKOUTONLY implies
that a coupling facility data table is UOW-recoverable. This means that
updates made to the CFDT within a unit of work are backed out if the
unit of work fails, or if CICS or the CFDT server fails while the unit of
work is in-flight, or if MVS fails.

Note: When BACKOUTONLY is specified for VSAM ESDS files, CICS
is unable to perform backout of ADDs. To cope with this
situation, code user exit XFCLDEL to avoid the file being closed
because of the error.

NONE There is no recovery logging for this file.

REMOTENAME (file)
specifies, if the file resides on a remote system, the name by which this file is
known in the system or region in which it is resident. The name can be up to
eight characters in length. If REMOTENAME is not specified, the name given in
the FILE attribute is used.

Acceptable characters:
A-Z 0-9 § @ #

Unless you are using the CREATE command, any lowercase characters you enter are
converted to uppercase.

If you specify a remote name, CICSPlex SM uses that name when assigning
the file to a related system. If you specify a remote system but not a remote
name, the local name (that is, the name of this file definition) is used in both the
target and related systems.

REMOTESYSTEM(connection)
If you are operating in an ISC or MRO environment, and the file is held by a
remote system, this specifies the name of the system or region in which the file
is resident. The name can be up to four characters in length. If you specify
REMOTESYSTEM, you can also supply a REMOTENAME, to specify the name
of the file in the remote system.
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A-Z 0-9 § @ #

Acceptable characters:

Unless you are using the CREATE command, any lowercase characters you enter are
converted to uppercase.

Note: If you modify a resource definition from RLSACCESS(NO) to
RLSACCESS(YES), you must remove the remote system name.
Otherwise CICS will continue to function ship file requests.

RESSECNUM

This attribute is obsolete, but is supported to provide compatibility with earlier
releases of CICS. For more information, see [Appendix A, “Obsolete attributes,’|

on page 603.

RLSACCESS ({NO|YES})

specifies whether CICS is to open the file in RLS mode.

NO The file is not to be opened in RLS mode. If you specify
RLSACCESS(NO) or allow it to default, CICS opens the file in LSR or
NSR access mode, depending on the LSRPOOLID attribute. If you also
specify LSRPOOLID(NONE), the access mode is NSR; if
LSRPOOLID(number), the access mode is LSR.

YES The file is to be opened in RLS mode. If you specify
RLSACCESS(YES), it takes precedence over the LSRPOOLID attribute,
which is ignored when the FILE is opened.

Specifying RLSACCESS(YES) alters the effect of some other attributes defined
in the FILE definition, as shown in[Table 5|

Table 5. Effects of RLSACCESS(YES) on other FILE attributes

Attribute Effect of RLSACCESS(YES)

PASSWORD Ignored.

LSRPOOLID Ignored.

DSNSHARING Ignored.

STRINGS Ignored; RLS access-mode files always have 1024 strings.
The meanings of these attributes are unchanged. However, dual

REMOTESYSTEM FILE definitions of local and remote is of less value for RLS

REMOTENAME access-mode files. With RLS, there can be many file-owning

RECORDSIZE regions (FORs) instead of one, and a local CICS region has the

KEYLENGTH choice of several FORs.
Ignored.

DATABUFFERS

INDEXBUFFERS

TABLE TABLE(CICS) is not allowed; an error message is issued if
specified. TABLE(USER) or TABLE(CF) is allowed. The source data
set (if there is one) is accessed in RLS mode to load the data table,
after which requests access the data table directly using data table
services.

RECOVERY Ignored. The recovery attribute is obtained from the ICF catalog for
an RLS file.

FWDRCOVLOG Ignored. The forward recovery log stream name is obtained from
the ICF catalog for an RLS file.
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Table 5. Effects of RLSACCESS(YES) on other FILE attributes (continued)
Attribute Effect of RLSACCESS(YES)

BACKUPTYPE Ignored. The type of backup is determined by the DFSMSdss
backup utility for RLS.

Note:

1. As long as a file is opened in RLS mode, any values specified for
PASSWORD, LSRPOOLID, DSNSHARING, STRINGS,
DATABUFFERS, and INDEXBUFFERS are ignored, as described in
[Table 5 on page 118} However, if you use a CEMT, or EXEC CICS,
SET FILE command to change the value of RLSACCESS from YES
to NO, these values are no longer ignored, and CICS uses them
when the file is closed and re-opened in non-RLS mode.

2. CICS always takes the RLS access mode from the file resource
definition and you cannot override this using the RLS=NRI or
RLS=CR parameter on a DD statement.

STATUS ({ ENABLED | DISABLED | UNENABLED} )
specifies the initial status of the file following a CICS initialization with
START=COLD or START=INITIAL. You can change the status of a closed file
with the master terminal transaction CEMT. The status of a file (enabled,
disabled, or unenabled) following a CICS restart is recovered to its status at the
previous shutdown.

DISABLED
Any request against this file from a command-level application program
causes the DISABLED condition to be passed to the program.

ENABLED
Normal processing is allowed against this file.

UNENABLED
This prevents the file being opened by an implicit open from an
application program. Any such attempt to access the file raises the
NOTOPEN condition. By contrast, an explicit request to open the file
(for example, a CEMT or EXEC CICS SET FILE OPEN command)
changes the status to ENABLED before attempting to open the file.

STRINGS ({1|value})
specifies the number, in the range 1 through 255, of concurrent requests that
can be processed against the file. When the number of requests reaches this
value, CICS queues any additional requests until one of the active requests
terminates. This applies both to files using shared resources, and to those not
using shared resources. Note that if the file definition specifies
RLSACCESS(YES), the STRINGS attribute is ignored; you always get 1024
strings with RLS mode access.

For files using local shared resources, this number is not used by VSAM. It is
used by CICS, not only as described above, but also to calculate the default
value in the buffer pool definition.

Notes:

1. When choosing a STRINGS value, be aware that a proportion
(20%) of the specified number of strings is reserved by CICS for
use in read-only requests

Chapter 14. FILE resource definitons 119




120

2. When choosing a STRINGS value for an ESDS, consider the
following:

+ If an ESDS is used as an 'add-only' file (that is, it is used only in
write mode), a string number of 1 is strongly recommended. Any
string number greater than 1 can significantly affect performance,
because of exclusive control conflicts that occur when more than
one task attempts to write to the ESDS at the same time.

» If an ESDS is used for both writing and reading, with writing
being 80% of the activity, it is better to define two file
definitions—using one file for writing and the other for reading.

3. For user-maintained data tables and coupling facility data tables,
the STRINGS value does not limit the number of concurrent
requests against the table. However, the value does limit the
number of concurrent requests during the loading of a
user-maintained table.

4. For CICS-maintained data tables, the STRINGS value limits the
number of concurrent requests to update the table. It does not limit
the number of concurrent read-only requests.

TABLE ({NO|CICS|USER|CF})
specifies the type of data table that you require.

CF

CICS

NO
USER
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A coupling facility data table (CFDT). This remains independent of its
source data set, and changes to the table are not reflected in the
corresponding source data set, if there is one. A source data set is
optional for a CFDT, and is specified by LOAD(YES) on the file
definition.

If you specify CF, also specify:

+ CFDTPOOL, to give the name of the coupling facility pool in which
the table resides

* LOAD, to specify whether or not the table is to be loaded from a
source data set (or let this default to NO)

+ UPDATEMODEL to specify whether the table is to use the
CONTENTION or the LOCKING update model (or let this default to
LOCKING)

+ RECORDFORMAT as V (or let this default to V)
+ MAXNUMRECS with the value you require.

A coupling facility data table requires a coupling facility data table
server. For information on how to start a coupling facility data table
server, see the CICS System Definition Guide.

A CICS-maintained data table. This automatically reflects all
modifications made to the table in its source data set. If you specify
CICS, also specify:

» LSRPOOLID with a value of 1 through 8

*+ MAXNUMRECS with the value you require.

Data table not required.

A user-maintained table. This remains independent of its source data
set, and changes to the user-maintained table are not reflected in
corresponding source data set. If you specify USER, also specify:

» LSRPOOLID with a value of 1 through 8

+ RECORDFORMAT as VARIABLE (or let this default to VARIABLE)
+ MAXNUMRECS with the value you require.



TABLENAME (cfdt)
specifies the name of the coupling facility data table that is accessed through
this file definition. The name can be up to 8 characters in length.

Acceptable characters:
A-Z 0-9 § @ #

Unless you are using the CREATE command, any lowercase characters you enter are
converted to uppercase.

If you omit this attribute when TABLE(CF) is specified, it defaults to the name
specified for the FILE. To enable CICS regions to share a coupling facility data
table, the file definitions installed in each region must specify the same
CFDTPOOL name and TABLENAME (or FILE name when TABLENAME is not
used). The TABLENAME need only be unique within its pool.

Note that the table name is not only an identifier for the table, but is also used
as the resource name in security checks.

This attribute is meaningful only for files defined with the TABLE(CF) attribute.
You can specify a table name for a file that is not defined as TABLE(CF), but
CICS ignores it. If you subsequently alter the file definition to reference a
coupling facility data table, the TABLENAME attribute comes into effect.

UPDATE ({NO|YES})
specifies whether records on this file can be updated.

UPDATEMODEL({LOCKING|CONTENTION})
specifies the type of update model to be used for a coupling facility data table.

LOCKING
specifies that the CFDT is updated using the locking model. This means
that records are locked when they are read for update, so that they
cannot be changed by any other units of work until the update request
has been completed (at syncpoint, or by a REWRITE, DELETE, or
UNLOCK command for non-recoverable tables) LOCKING is the default
for a file that specifies TABLE(CF). With the LOCKING model, the
CFDT can be defined as:

* Non-recoverable, meaning that CFDT updates are not backed out if
a unit of work fails, and the locks are only held for the duration of a
request. You specify that a CFDT is not recoverable by specifying
RECOVERY(NONE).

* Recoverable, or UOW-recoverable, meaning that updates made to
the CFDT within a unit of work are backed out if the unit of work
fails, or if CICS or the CFDT server fails while the unit of work is
in-flight, or if MVS fails. You specify that a CFDT is recoverable by
specifying RECOVERY(BACKOUTONLY).

A recoverable CFDT that uses the locking model is very similar to a
recoverable file or data set, except that it does not survive a failure of
the coupling facility in which it resides. There is no forward recovery for
a coupling facility data table.

CONTENTION
specifies that the CFDT is updated using the contention model. This
means that records are not locked when they are read for update. An
error is returned on a subsequent REWRITE or DELETE if the record
was changed or deleted by another task after it was read for update.
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The CFDT must be non-recoverable (RECOVERY(NONE)), meaning
that updates are not backed out if a unit of work fails.

The value for this attribute must be the same throughout the sysplex in all file
definitions that reference the same coupling facility data table.

This attribute is meaningful only for files defined with the TABLE(CF) attribute.
You can specify the update model for a file that is not defined as TABLE(CF),
but CICS ignores it. If you subsequently alter the file definition to reference a

coupling facility data table, the UPDATEMODEL attribute comes into effect.
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Chapter 15. IPCONN resource definitions

An IPCONN resource defines a Transport Control Protocol/Internet Protocol
(TCP/IP) communication link to a remote system. This communication link is known
as an IPIC connection.

Some of the inbound attributes of the IPIC connection are specified by the
TCPIPSERVICE definition that is named on the TCPIPSERVICE option of the
IPCONN definition.

The REMOTESYSTEM name on a PROGRAM definition can refer to an IPCONN
definition through its IPCONN name. This attribute is used for a distributed program
link.

For guidance on defining IPCONNSs, see the CICS Intercommunication Guide.

Defining IPCONN resources

You can define IPCONN resources in the following ways:
* With the CEDA transaction.

* With the DFHCSDUP utility. For more information, see the CICS Operations and
Utilities Guide.

»  With the CREATE system programming (SPI) command. For more information, see
the CICS System Programming Reference.

» Using autoinstall. For information about writing a program to control autoinstall of
IPCONN resources, see the CICS Customization Guide.

Installing IPCONN definitions

To install new IPCONN definitions, put them in a group of their own which does not
contain IPCONN definitions that have already been installed, then use CEDA
INSTALL to install the group. (You can also install IPCONN definitions singly.)

Bear in mind that, for connectivity to be achieved when you install the IPCONN

definition:

1. The TCPIPSERVICE definition named on the TCPIPSERVICE option of this
IPCONN definition must also be installed in this region and must specify
PROTOCOL(IPIC).

2. Corresponding IPCONN and TCPIPSERVICE definitions must be installed in the
remote region.“Corresponding” means that:

a. The HOST option of the IPCONN definition on the remote region must
specify this region.

b. The PORT option of the IPCONN definition on the remote region must
specify the same port number as that specified on the PORTNUMBER
option of the local TCPIPSERVICE definition named by this IPCONN.

c. The TCPIPSERVICE definition on the remote region (named by the IPCONN
definition on the remote region) must specify PROTOCOL(IPIC) and, on its
PORTNUMBER option, the same port number as that specified by the
PORT option of this IPCONN.
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IPCONN attributes
Syntax

»»—TPCONN (IPCONNname ) —GROUP (groupname)

L—DESCRIPTION(ztext)-—|

\/

APPLID (IPCONNname)— AUTOCONNECT (NO) INSERVICE(YES)
> [ [ _|J HOST (name) [ J—l >
APPLID (applid) AUTOCONNECT (YES) INSERVICE(NO)
LINKAUTH (SECUSER) |_ _|
|—MAXQTIME (NO) ’7 SECURITYNAME (name)
|—MAXQTIME (seconds)— |—LI NKAUTH (CERTUSER)
QUEUELIMIT(NO)—

Y

| 2

|—N ETWORKID (networkID)—l

[—RECEIVECOUNT(I)

PORT (NO
|_()

PORT(number)—| |—QUEUELIMIT(number)—

|—SENDCOUNT(0)

TCPIPSERVICE—(—name—)————— >

|—RECE IVECOUNT (number)—

—XLNACTION (KEEP)—|

|—SENDCOUNT(number)—

Yy

-—XLNACTION(FORCE)—J

—SSL(NO)

\

L-SSL(YES)

USERAUTH (LOCAL)

|—CERTIFICATE(Zabel)—| |—CIPHERS(Value)—|

v
A

USERAUTH (IDENTIFY)—
USERAUTH (VERIFY)

USERAUTH (DEFAULTUSER)—

Attributes

APPLID(applid)
Specifies the application identifier (applid) of the remote system. (If the remote
system is a CICS region, its applid is defined on the APPLID parameter of its
system initialization table (SIT)). The applid can be up to eight characters in
length and must start with an alphabetic character.
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Acceptable characters:
A-Z 0-9 $ @ #

Unless you are using the CREATE command, any lowercase characters you enter are
converted to uppercase.

For connections to an extended recovery facility (XRF) CICS region, specify the
generic applid of the remote region.

If you do not supply an APPLID, CICS uses the IPCONN name.

There are some rules about duplicate APPLIDs:

* You cannot install two or more IPCONN definitions that specify the same
APPLID and the same NETWORKID. (The combination of APPLID and
NETWORKID can be used to ensure unique naming of systems across the
network. See the description of the NETWORKID option, below.)

* You can install an IPCONN definition that specifies the same APPLID as the
NETNAME of an installed MRO, APPC, or LUTYPE6.1 CONNECTION
definition.

+ If an installed IPCONN definition has the same name as an installed
CONNECTION definition, the APPLID of the IPCONN definition must match
the NETNAME of the CONNECTION definition. If they do not, the message
that results depends on the situation:

— DFHIS30089 if the error is detected during IPCONN autoinstall
— DFHAMA4913 if the error is detected during IPCONN install

— DFHZC6312 if the error is detected during CONNECTION install or
autoinstall

The IPCONN definition takes precedence over the CONNECTION definition:
that is, if an IPCONN and a CONNECTION have the same name, CICS uses
the IPCONN.

¢ a CONNECTION and an IPCONN with the same NETNAME and APPLID do
not have to have the same name.

This allows the possibility to use a distinct sysid for communication over
TCP/IP rather than relying on the CICS default of routing all supported
function via the IPCONN, if it exists.

The previous rules are validated at install time.

AUTOCONNECT ({NO|YES})
Specifies whether sessions are to be established when the IPCONN definition is
installed (which can happen during CICS initialization, when you issue a
subsequent CEDA INSTALL command, or when you use the CEMT or EXEC
CICS SET TCPIP OPEN command to start communication with TCP/IP). If the
connection cannot be made at these times because the remote system is
unavailable, you can subsequently acquire the link by using the CEMT or EXEC
CICS SET IPCONN(name) INSERVICE ACQUIRED command, unless the
remote system becomes available in the meantime and initiates
communications.

NO CICS does not try to establish sessions when the IPCONN is installed.
YES CICS tries to establish sessions when the IPCONN is installed.

Bear in mind that, for connectivity to be achieved when you install the
IPCONN definition:
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1. The TCPIPSERVICE definition named on the TCPIPSERVICE
option of this IPCONN definition must also be installed in this region
and must specify PROTOCOL(IPIC).

2. Corresponding IPCONN and TCPIPSERVICE definitions must be
installed in the remote region. “Corresponding” means that:

a. The HOST option of the IPCONN definition on the remote region
must specify this region.

b. The PORT option of the IPCONN definition on the remote region
must specify the same port number as that specified on the
PORTNUMBER option of the local TCPIPSERVICE definition
named by this IPCONN.

c. The TCPIPSERVICE definition on the remote region (named by
the IPCONN definition on the remote region) must specify
PROTOCOL(IPIC) and, on its PORTNUMBER option, the same
port number as that specified by the PORT option of this
IPCONN.

You cannot specify AUTOCONNECT(YES) when PORT(NO) is
specified.

CERTIFICATE(label)

Specifies the label of an X.509 certificate to be used as a client certificate
during the SSL handshake when the IPCONN is acquired, if the
TCPIPSERVICE identified by the HOST and PORT is defined with
SSL(CLIENTAUTH). If this attribute is omitted, the default certificate defined in
the key ring for the CICS region user ID is used.

Certificate labels can be up to 32 bytes long.

The certificate must be stored in a key ring in the external security manager's
database. For more information, see the CICS RACF Security Guide.

If you specify this attribute you must also specify SSL(YES).

CIPHERS (value)

Specifies a string of up to 56 hexadecimal digits that is interpreted as a list of
up to 28 2-digit cipher suite codes. When you use CEDA to define the resource,
CICS automatically initializes the attribute with a default list of acceptable
codes, depending on the level of encryption that is specified by the
ENCRYPTION system initialization parameter.

* For ENCRYPTION=WEAK, the default value is 03060102.

* For ENCRYPTION=MEDIUM, the initial value is 0903060102.

e For ENCRYPTION=STRONG, the initial value is
050435363738392F303132330A1613100D0915120F0C03060201.

You can reorder the cipher codes or remove them from the initial list. However,
you cannot add cipher codes that are not in the default list for the specified
encryption level. To reset the value to the default list of codes, delete all of the
cipher suite codes: the field is automatically repopulated with the default list.

See the CICS RACF Security Guide for more information.

DESCRIPTION(text)

You can provide a description of the resource you are defining in this field. The
description text can be up to 58 characters in length. There are no restrictions
on the characters that you can use. However, if you use parentheses, ensure
that for each left parenthesis there is a matching right one. If you use the
CREATE command, for each single apostrophe in the text, code two
apostrophes.
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GROUP (groupname)
Every resource definition must have a GROUP name. The resource definition
becomes a member of the group and is installed in the CICS system when the
group is installed.

Acceptable characters:
A-Z 0-9 § @ #

Any lower case characters you enter are converted to upper case.

The GROUP name can be up to eight characters in length. Lowercase
characters are treated as uppercase characters. Do not use group names
beginning with DFH, because these characters are reserved for use by CICS.

HOST (hostname)
Specifies the host name of the target system: for example, abc.example.com.
The name can be up to 116 characters long.

Acceptable characters:
a-z 0-9 - .

Any upper case characters you enter are converted to lower case.

The HOST attribute must contain only alphanumeric characters, hyphens (-) or
periods (.). The HOST attribute must not contain hexadecimal escape
sequences.

You can specify a dotted-decimal IPv4 address as a host name, but IPv6
addresses are not supported.

CICS validates the hostname at define time.

This parameter is optional when SENDCOUNT is zero. It is a required
parameter when SENDCOUNT is greater than zero.

INSERVICE ({NO|YES})
Specifies the status of the IPCONN when it is installed.

NO The connection can neither receive messages nor transmit output.
YES The connection is available for use.

IPCONN (name)
Specifies the name of this IPCONN definition. The name can be up to eight

characters in length.

Acceptable characters:
A-Z 0-9 § @ #

Unless you are using the CREATE command, any lowercase characters you enter are
converted to uppercase.

If this IPCONN is to be used for distributed program link (DPL), its name must
match the 4-character “local name” (SYSID) by which CICS knows the remote
system, padded with four trailing blanks.

Note: The name (SYSID) of the remote, target region, of a DPL request may

be specified by any of the following:
1. The REMOTESYSTEM option of the installed PROGRAM definition
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2. The SYSID option of the EXEC CICS LINK PROGRAM command
3. The dynamic routing program

The IPCONN name can be the same as the name of an installed MRO or
APPC CONNECTION definition.

LINKAUTH({CERTUSER|SECUSER})
Specifies how the user ID for link security is established in a CICS system with
security initialized (SEC=YES).

CERTUSER
TCP/IP communication with the partner system must be configured for

SSL and a certificate must be received from the partner system during
SSL handshake.

The IPCONN must refer to a TCPIPSERVICE that is defined with
SSL(CLIENTAUTH).

The received certificate must be defined to the external security
manager so that it is associated with a user ID, which is used to
establish link security.

SECUSER
Specifies that the user ID specified in SECURITYNAME is used to
establish link security.

If you do not specify a value for SECURITYNAME, CICS uses the
default user ID.

MAXQTIME ({NO|seconds})
Specifies the maximum time that queued allocate requests, waiting for free
sessions on this connection, can wait before the queue is purged. Note that:

1. The maximum queuing time is used only if a limit to the length of the queue
is specified on the QUEUELIMIT option.

2. The time limit is applied only when the queue length has reached the
QUEUELIMIT value.

NO CICS maintains the queue of allocate requests that are waiting for a
free session. No limit is set on the length of time that requests can
remain queued (though the DTIMOUT mechanisms can apply to
individual requests).

seconds
The approximate maximum time, in seconds, that allocate requests
waiting for a free session can be queued, when this connection appears
to be unresponsive; seconds must be in the range 0 through 9999.

When the queue of allocate requests reaches its maximum length
(specified by QUEUELIMIT), and a new allocate request is received for
the connection, if the rate of processing for the queue indicates that, on
average, the new allocate would take more than the maximum queue
time, the queue is purged, and message DFHIS500 is issued. When the
queue is purged, queued allocate requests return SYSIDERR.

No further queuing takes place until the connection has successfully
freed a session. At this point, CICS issues DFHIS5001 and resumes
normal queuing.

NETWORKID (networklID)
Specifies the network ID of the remote system. (The remote system's network
ID is either its VTAM NETID or, for VTAM=NO systems, the value of its
UOWNETQL system initialization parameter.)
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If NETWORKID is not specified, CICS assumes that the remote system is in the
same network as the local system. In this instance, CICS uses the VTAM
NETID, or the value of the UOWNETQL system initialization parameter, of this
CICS (that is, the CICS on which this definition is installed).

Specify NETWORKID if you want to connect to a remote system that is in a
different network, and so has a different VTAM NETID or UOWNETQL value. In
this instance, it could be possible for two or more remote systems to have the
same APPLID. (Although CICS APPLIDs must be unique within a sysplex, you
may, for example, want to connect to a system outside the sysplex or in a
different sysplex.) The combination of APPLID and NETWORKID ensures that
the remote system is referred to by a unique name.

NETWORKID must match the remote system's network ID.

When not specified, the NETWORKID value is derived when the IPCONN is

first installed and is not changed between warm starts, even if the local NETID
changes.

The name can be up to eight characters in length and follows assembly
language rules. It must start with an alphabetic character.

Acceptable characters:
A-Z 0-9 $ @ #

Unless you are using the CREATE command, any lowercase characters you enter are
converted to uppercase.

PORT (NO|port)
Specifies, in the range 1 through 65535, the decimal number of the port that the
remote region listens on. The port number is combined with the HOST value to
determine the destination for outbound requests on this IPCONN.

NO is not valid for CICS to CICS IPCONNSs.
NO forces the value of AUTOCONNECT to NO.

Specify NO for a non-CICS client if this IPCONN is not used for outbound
requests (that is, it has no send sessions).

QUEUELIMIT ({NO|number})

Specifies the maximum number of allocate requests that CICS is to queue while
waiting for free sessions:

NO There is no limit to the number of allocate requests that CICS can
queue while waiting for a free session.

number
The maximum number of allocate requests, in the range 0 through
9999, that CICS can queue on the connection while waiting for a free
session. When the number of queued allocate requests reaches this

limit, subsequent allocate requests fail, returning SYSIDERR, until the
queue drops below the limit.

RECEIVECOUNT (number)
Specifies, in the range 1-999, the number of receive sessions; that is, sessions
that receive incoming requests. The actual number of receive sessions that are
used depends also on the number of send sessions defined in the remote

system. When the connection is established, these values are exchanged and
the lower value is used.
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SECURITYNAME (user ID)

Specifies the security name of the remote system, to be used for link security.

In a CICS system with security initialized (SEC=YES), and with
LINKAUTH(SECUSER) in use, the security name is used to establish the
authority of the remote system.

The security name must be a valid RACF user ID on this region. Access to
protected resources on this region is based on the RACF user profile and its
group membership.

The default value is the default user ID.

SENDCOUNT (number)

Specifies, in the range 0-999, the number of send sessions; that is, sessions
that send outgoing requests. The actual number of send sessions that are used
depends also on the number of receive sessions defined in the remote system.
When the connection is established, these values are exchanged and the lower
value is used. If 0 is specified, then this IPCONN can only process incoming
work. It cannot send requests to the connected system, and cannot be
acquired.

SENDCOUNT(0) is not valid for CICS to CICS IPCONNSs.

SENDCOUNT(0) forces PORT(NO). A SENDCOUNT value greater than zero
requires PORT to have a numeric value.

SSL({NO|YES})

whether Secure Sockets Layer (SSL) is used for encrypting the transmitted
data.

NO The Secure Sockets Layer (SSL) is not used. No security checks are
applied when the connection is being acquired. No encryption is applied
to outbound messages.

YES If the SEC system initialization parameter is set to "YES", the Secure
Sockets Layer (SSL) is used. If the TCPIPSERVICE identified by the
HOST and PORT is defined with SSL(CLIENTAUTH), CICS extracts the
client certificate named in the CERTIFICATE parameter, and uses it
when acquiring the IPCONN to the partner system. SSL encryption
processing is applied to all messages sent from this IPCONN. The level
of encryption depends on the value of the CIPHERS option.

TCPIPSERVICE (name)

Specifies the name of a TCPIPSERVICE definition, with PROTOCOL(IPIC), that
defines the attributes of the inbound processing for this IPCONN.

USERAUTH ({LOCAL | IDENTIFY |VERIFY | DEFAULTUSER})

Specifies how the user ID for attach-time user security is established in a CICS
system with security initialized (SEC=YES).

LOCAL
CICS does not accept a user ID or password from clients. All requests
run under the link user ID, or the default user ID if there is no link user
ID.

IDENTIFY
Incoming attach requests must specify a user identifier. Enter IDENTIFY
when the connecting system has a security manager; for example, if it
is another CICS system.
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Client authentication must be in use or the connecting system must be
in the same sysplex. For more information see the CICS RACF Security
Guide

VERIFY
Incoming attach requests must specify a user identifier and a user
password. Specify VERIFY when connecting systems are unidentified
and cannot be trusted.

DEFAULTUSER
CICS does not accept a user ID and password from the partner system.
All requests run under the default user ID.

XLNACTION ({KEEP|FORCE})
Specifies the action to be taken when a new logname is received from the
partner, system. (Receipt of a new logname indicates that the partner has
deleted its recovery information.)

FORCE
Before any new work with the new logname is started, the predefined
decisions for indoubt units of work (UOWSs), as defined by the indoubt
attributes of the TRANSACTION definition, are implemented. CICS also
deletes any information retained for possible resolution of UOWs that
were indoubt on the partner system.

Attention: Data integrity can be compromised if you use this option.

KEEP Recovery information is kept, and no predefined actions are taken for
indoubt units of work.

The connection is unable to perform new work that requires sync level
2 protocols until all outstanding recoverable work with the partner (that
is, indoubt UOWSs, or information relevant to UOWs that were indoubt
on the partner system under the old logname) is completed, using the
CEMT or SPI interface. This means that if the connection is being used
for CICS-to-CICS communication (which always uses the synclevel 2
protocols) the connection cannot be acquired until all outstanding
recoverable work with the partner has completed.

Note: When an IPCONN to a Java client is autoinstalled by the ECI Resource
Adapter, CICS is unaware of any outstanding work until the Adapter
sends a resynchronization flow. For such connections, lognames are not
used and the XLNACTION attribute is ignored.

For information about the ECI Resource Adapter, see Java Applications
in CICS.
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Chapter 16. JOURNALMODEL resource definitions

A JOURNALMODEL resource defines the connection between a CICS journal name
(or identifier) and the associated physical log streams managed by the MVS system
logger, or between the journal name and the SMF log.

Although they are intended mainly for user journals, you can also define journal
models for the system log and forward recovery logs (non-RLS only). However, for
forward recovery logs, you are recommended to define all log stream names for
forward recovery in the VSAM catalog. This is mandatory for VSAM files processed
in RLS mode, but optional for non-RLS mode files.

Unlike the journal control table, you do not need to define a journal model for every
journal that CICS uses. Instead, define some generic model definitions that describe
the mapping to log stream names for the majority of your CICS journals. You may
find that you can use the default models supplied by CICS and need not define any
of your own. In addition to generic models, you can define the necessary specific
models where special handling is required (for example, SMF logging, or merging
with other log streams).

You can change JOURNALMODEL definitions at any time, but any journal entries
that CICS has already created using model definition cannot reflect the change
unless you first delete the existing entry using a DISCARD JOURNALNAME()
command.

Compatibility note: For APl compatibility with releases earlier than CICS
Transaction Server for z/OS, CICS continues to support
numeric journal identifiers in the range 01 through 99, for the
following purposes:

» For file control autojournaling, as specified in FILE resource
definitions (or on DFHFCT macro entries)

» For terminal control autojournaling, as specified in
PROFILE resource definitions

» For forward recovery logging, as specified in FILE resource
definitions

» For user journaling using API journal commands, such as
the EXEC CICS WRITE JOURNALNUM command.

Defining JOURNALMODEL resources

You can define JOURNALMODEL resources in the following ways:
* With the CEDA transaction.

*  With the DFHCSDUP uitility. For more information, see the CICS Operations and
Utilities Guide.

» With the CREATE system programming (SPI) command. For more information, see
the CICS System Programming Reference.

» With CICSPlex SM Business Application Services (BAS). For more information,
see CICSPlex System Manager Managing Business Applications.
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JOURNALMODEL definition attributes

»»—JOURNALMODEL (name)—GROUP (groupname) |_ _| >
DESCRIPTION(text)

> >

l—J OURNALNAME (journal )—|

|—STREAMNAME(&USERID..&APPLID. .&JNAME.) — |—TYPE(MVS)—|
|—STREAMNAME (stream_name_template) i:TYPE (DUMMY)/~‘
TYPE (SMF)
DESCRIPTION(text)

You can provide a description of the resource you are defining in this field. The
description text can be up to 58 characters in length. There are no restrictions
on the characters that you can use. However, if you use parentheses, ensure
that for each left parenthesis there is a matching right one. If you use the
CREATE command, for each single apostrophe in the text, code two
apostrophes.

GROUP (groupname)
Every resource definition must have a GROUP name. The resource definition
becomes a member of the group and is installed in the CICS system when the
group is installed.

Acceptable characters:
A-Z 06-9 $ @ #

Any lower case characters you enter are converted to upper case.

The GROUP name can be up to eight characters in length. Lowercase
characters are treated as uppercase characters. Do not use group names
beginning with DFH, because these characters are reserved for use by CICS.

JOURNALMODEL (name)
specifies the name of this JOURNALMODEL definition.

The journal model name is used to refer to a specific JOURNALMODEL
definition in the CSD file—it does not have to correspond to a CICS journal
name. However, the JOURNALMODEL name is also used as the
JOURNALNAME if you omit the JOURNALNAME attribute.

The name can be up to eight characters in length.

Acceptable characters:
A-Z 0-9 §$ @ #

Unless you are using the CREATE command, any lowercase characters you enter are
converted to uppercase.
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JOURNALNAME (journal)
specifies the journal names to which this definition applies. If you omit the
JOURNALNAME attribute, the name you specify on the JOURNALMODEL
attribute is used as the journal name. Name can be either the specific name of
a journal or a generic name, although using a generic name for system log and
log-of-logs models does not serve much purpose.

The name can be up to eight characters in length.

Acceptable characters:
A-Z 0-9 § @ #

Unless you are using the CREATE command, any lowercase characters you enter are
converted to uppercase.

The forms of the names you can define are as follows:

For system logs
To define a JOURNALMODEL for system logs, specify the name as
DFHLOG for the primary system log stream, and as DFHSHUNT for the
secondary log stream. Install one journal model only for each of these
log streams in a CICS region.

CICS-supplied definitions for DFHLOG, DFHSHUNT, and DFHLGLOG
are contained in group DFHLGMOD in DFHLIST.

For log-of-logs
To define a JOURNALMODEL for the log-of-logs, specify the name as
DFHLGLOG. See the CICS System Definition Guide for more
information about the purpose of the log of logs.

For autojournals
For autojournals (file control and terminal control), the name must be of
the form DFHJnn where nn is a number in the range 1 through 99. The
name can be either the specific name of a journal or a generic name.

For user journals
For user journals, the name can be up to 8 characters, and can be
either the specific name of a journal or a generic name. If compatibility
with releases earlier than CICS Transaction Server for z/OS, is
required, the name must be of the form DFHJnn where nn is a number
in the range 1 through 99.

For forward recovery logs (non-RLS)
For non-RLS forward recovery logs, the name must be of the form
DFHJnn where nnis a number in the range 1 through 99. The name
can be either the specific name of a journal or a generic name.

Note: You cannot define a journal model for use with VSAM RLS forward
recovery logs. CICS obtains the fully-qualified LSN directly from the
VSAM catalog, and therefore does not need a journal model to obtain
the LSN.

You define generic names, using the special symbols %, +, and *, as follows:

* You can use the % or + symbols to represent any single character within a
journal name.

* You can use the * symbol at end of a name to represent any number of
characters. A default name of a single * is used to match any journal names
that do match on a more specific name.
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If there are several installed JOURNALMODEL definitions that match a journal
name, CICS chooses the best match as follows:

1. If there is a JOURNALMODEL with a specific JOURNALNAME that exactly
matches, CICS uses this model.

2. If there is no exact match, the journal name is compared with the matching
generic entries and the most specific entry is used.

In comparing names to see which one is more specific, the names are

compared character by character. Where they first differ:

* If one has a discrete character (not %, +, or *) and the other has a
generic character (%, +, or *) the one with the discrete character is used.

e If one has a % or a + and the other has a *, the one with % or + is used.

3. If there are duplicate JOURNALMODEL definitions (that is, definitions with
the same JOURNALNAME), CICS uses the last one processed.

Attention: Take care when defining a completely generic journal name using
only the single asterisk (*). This is particularly important if you have not defined
a specific journal model for the system log (using journal name DFHLOG), and
the log stream name is a fully-qualified literal name. If you define a journal
model with JOURNALNAME(*) and do not define a journal model for the system
log, CICS uses the log stream name defined on the generic model definition.
This causes problems if other journals and forward recovery logs are assigned
to the same log stream by means of the generic journal model.

STREAMNAME ({8USERID. .8APPLID. .&INAME. |stream name template})

specifies either an explicit MVS system logger log stream name, or a template
used to construct the log stream name. STREAMNAME is applicable only to
journal models defined with a LOGSTREAMTYPE of MVS.

The four symbolic names, from which you can use a maximum of three, are:

&USERID.
The symbolic name for the CICS region userid, which can be up to
eight characters. If the region does not have a userid, the string 'CICS'
will be used.

&APPLID.
The symbolic name for the CICS region APPLID as specified on the
system initialization parameter, and which can be up to eight
characters.

Note: If you are using XRF and you specify the APPLID system
initialization parameter as
APPLID=(generic_applid,specific_applid), it is the generic applid
that CICS uses when resolving &APPLID..

&JNAME.
The symbolic name for a journal name that references, either by a
specific or generic match, this journal model definition. &JNAME. can
be up to eight characters in length.

&SYSID.
The symbolic name for the CICS region SYSID as specified on the
SYSIDNT system initialization parameter. If SYSIDNT is not specified,
the string 'CICS' will be used.

The default set of symbolic names is: &USERID..&APPLID..&JNAME.
For Example: &USERID..&APPLID..&JNAME. =
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CICSHA##.CICSHAA1.DFHJ02

where:

CICSHA##
is the CICS region userid used by all the AORs.

CICSHAA1
is the applid of one AOR.

DFHJ02
is the journal name of an auto journal.

An alternative set of symbolic names could be:

&SYSID..&APPLID..&JNAME. =
SYSA.CICSHAA1.DFHJO02

where:

SYSA s the character string as specified by the SYSIDNT system initialization
parameter.

CICSHAA1
is the applid of one AOR.

DFHJ02
is the journal name of an auto journal.

CICS installs the JOURNALMODEL resource as defined, including the symbolic
names.

stream_name_template
A log stream name can be either an unqualified name or a qualified
name, as defined for MVS data set names:

* Unqualified name: 1 through 8 alphanumeric or national characters
($ # @), or a hyphen. The first character of the name must be
alphabetic or national (A-Z $ # @).

* Qualified name: Multiple names joined by periods, up to a maximum
of 26 characters. Each name in a qualified name must follow the
rules for an unqualified name, with each qualified name (except the
last) followed by a period. For example,

name_l.name_2...name_n
where the number of names is restricted by the 26-character limit.

For more information about the rules for qualified and unqualified data
set names, see zZ0S MVS JCL Reference.

You can construct log stream names consisting of a mixture of specific
characters (from within the allowed set), and symbolic names for substitution.
After substitution, the name must meet the rules for qualified and unqualified log
stream names, and must not exceed 26 characters, including periods. Thus, if
each name in a qualified name uses the maximum of eight characters, you are
restricted to three names only, with the first and second names, and the second
and third names separated by a period. For example:

CICSDA##.CICSDAAL.FWDRECOV

for a forward recovery log stream. The log stream name is determined by
symbolic substitution when a journal name is first resolved to a
JOURNALMODEL definition.
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By specifying the same log stream name for multiple CICS general logs, you
can merge the log streams from different CICS regions. However, you cannot
merge general log streams with the CICS system log, nor can you merge
system logs from different CICS regions.

When merging log streams from different CICS systems, the log data blocks are
written to their log streams in strict MVS system logger time-stamp sequence.
However, the individual records from different CICS regions may not be in strict
time-stamp sequence across different blocks

CICS log streams should not be merged with log streams generated by other
products unless any programs that read the log stream are prepared to handle
the formats.

Security note: When you have defined a log stream name to CICS and the
MVS system logger, you must ensure that the required security
authorizations are defined to RACF (or an equivalent external
security manager). This security authorization is necessary
before you attempt to bring up a CICS region that references a
new log stream. RACF supports the LOGSTRM general
resource class for this purpose.

TYPE ({DUMMY |MVS | SMF})
specifies where the journal records are to be written. It can be up to five
characters, and can have the following values:

DUMMY
No log records are to be written. For example, you can use this to
suppress unwanted log records without changing an application, or
without changing file or profile resource definitions.

If you do not want a system log or a log-of-logs, specify DUMMY on the
JOURNALMODEL definitions for the DFHLOG, DFHSHUNT, and
DFHLGLOG, as required.

MVS Records are to be written to an MVS system logger log stream. The
name of the log stream is specified in the STREAMNAME attribute.

SMF  Journal records are to be written in SMF format to the MVS SMF log
instead of to an MVS system logger log stream.

Note: SMF is not allowed for the CICS system log or for forward
recovery logs.

The default JOURNALMODEL

138

If CICS cannot find an installed JOURNALMODEL definition, it assumes the
attributes of the following “built-in” default definition:

DEFINE JOURNALMODEL (OTHERS) GROUP(LOGS)
JOURNALNAME (*)
STREAMNAME (&USERID. .&APPLID. .&JNAME.)
TYPE(MVS)

JOURNALNAME(*) is the default journal model that CICS uses if there is no
matching JOURNALMODEL entry for a journal name.
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Examples

Given the following set of definitions for a CICS AOR with applid CICSHAA3 and
region userid CICSHA##:
1. DEFINE JOURNALMODEL (USERJNL8) GROUP(LOGS)

JOURNALNAME (DFHJ08)
TYPE (SMF)

Records written to autojournal 08 or user journal 08 using an EXEC CICS WRITE
JOURNALNAME(DFHJ08)... or EXEC CICS WRITE JOURNALNUM(08)...
command are written in SMF format to the MVS SMF data set.

2. DEFINE JOURNALMODEL(USERJNL9) GROUP(LOGS)

JOURNALNAME (DFHJ©9)
TYPE (DUMMY)

Records written to autojournal 09 or user journal 09 using an EXEC CICS WRITE
JOURNALNAME(DFHJ09)... or EXEC CICS WRITE JOURNALNUM(09)...
command are not written to any log stream, though the application program
receives a normal response.
3. DEFINE JOURNALMODEL(UJ10T019) GROUP(LOGS)

JOURNALNAME (DFHJ1%)

STREAMNAME (&USERID. .MERGED. USRJRNLS)
TYPE (MVS)

Records written to user journals 10-19 (DFHJ10-DFHJ19) are merged together on
log stream CICSHA##.MERGED.USRJRNLS, together with records from any other
CICS regions running under the CICSHA## userid and with the same
JOURNALMODELs installed.
4. DEFINE JOURNALMODEL (LOGOFLOG) GROUP(LOGS)

JOURNALNAME (DFHLGLOG)

STREAMNAME (CICSVR.SHARED.DFHLGLOG)
TYPE(MVS)

File tie-up records and other records written by file control and the CICS log
manager to journal DFHLGLOG for use by forward recovery products, such as
CICSVR, are written to a shared log stream CICSVR.SHARED.DFHLGLOG. This
log stream is shared by all the CICS regions in the sysplex in which this
JOURNALMODEL resource definition is installed.
5. DEFINE JOURNALMODEL(JNLMODL1) GROUP(LOGS)

JOURNALNAME (USERJINL*)

STREAMNAME (&USERID. .ANYCORP . &JINAME. . UK)
TYPE(MVS)

Records written to any user journals or autojournals that begin with the letters
USERJNL are merged together on a log stream with a name that is obtained by
substituting the CICS region userid for &USERID. and the journal name for
&JINAME..

With only the above examples installed, other forms of journaling, such as terminal
control automatic message journaling defined with PROFILE ... JOURNAL(25), use
the default JOURNALMODEL, with records written to log stream

CICSHA##.CICSHAA3.DFHJ25. See ['The default JOURNALMODEL” on page 138
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Chapter 17. LIBRARY resource definitions

Use the LIBRARY resource to define the physical and operational characteristics of
a LIBRARY.

The LIBRARY definition includes attributes that provide the name of the data set, or
sets, within the LIBRARY resource and other details about the operational status of
the LIBRARY.

There is no 'group commit' for LIBRARY resources. Each LIBRARY in a CSD group
is committed separately when the group is installed. To achieve an effect similar to
group install, you can use the Disabled status to install a set of LIBRARY resources
which would then be SET to an Enablestatus of Enabled after all have been
installed

DFHRPL is a special example of a LIBRARY which can not be altered in a running
CICS system, and does not appear as a resource in CEDA.

Defining LIBRARY resources

You can define LIBRARY resources in the following ways:
» Using the CEDA transaction. For example:

CEDA DEFINE LIBRARY(libname) GROUP(groupname) Attributes(list)
* Using the DFHCSDUP utility. For more information, see the CICS Operations and
Utilities Guide.

+ Using the [CREATE LIBRARY|command; see the CICS System Programming
Reference.

+ Using CICSPlex SM Business Application Services; see |CICSPlex Systerm|
[Manager Managing Business Applications

Installing LIBRARY resource definitions

The following procedure uses the CICS CEDA transaction to install a LIBRARY
resource definition which has been defined in a group 'groupname’:

1. Install the LIBRARY definition. Use the following command:

CEDA INSTALL LIBRARY(Iibname) GROUP(groupname)

2. Optionally, if the LIBRARY was defined as disabled, you can use the CEDA
ALTER command to enable it:

CEDA ALTER LIBRARY(Libname) GROUP(groupname) STATUS(ENABLED)

3. When you have successfully installed the LIBRARY, any programs, map sets
and so on that make up the application(s) in the LIBRARY data sets can then
be defined to the CICS system, if you have not already done so.

As an alternative to CEDA, you can use the CEMT SET LIBRARY command, or the

EXEC CICS SET LIBRARY command in a user-written transaction to disable and
enable the LIBRARY.
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LIBRARY definition attributes

»>—| IBRARY (name )—GROUP (groupname) |_ _| >
DESCRIPTION (text)
CRITICAL(NO) RANKING (50)——
> [ _|_| i data set names i |_ >
CRITICAL(YES) I:RANKING(1-9)—
RANKING(11-99)—
|—STATUS(ENABLED)—|
|—STATUS(DISABLED)—|

data set names:

—"—-DSNAME®1(char44) |
—DSNAMEQ2 (char44)—
—DSNAMEQ3 (char44)—
—DSNAMEO4 (char44)—
—DSNAMEO5 (char44)—
- DSNAMEQ6 (chard4)—]
- DSNAMEO7 (chard4)—]
—DSNAMEOS8 (char44)—
—DSNAMEQ9 (char44)—
- DSNAME10 (chard4)—]
- DSNAME11 (char44)—]
—DSNAME12 (char44)—
—DSNAME13 (char44)—
—DSNAME14 (char44)—
- DSNAME15 (chard44)—]
__DSNAME16 (char44)—

CRITICAL({NO|YES})
Indicates whether this LIBRARY is critical to the running of CICS. This
determines the behavior if the LIBRARY can not be installed during startup, for
example if a data set within the LIBRARY definition is not found or cannot be
allocated for one of the following reasons:

 If the LIBRARY is CRITICAL

— If the LIBRARY is being created during CICS startup (through grouplist
install, BAS install, a PLTPI program or restore from the catalog), a ‘GO or
CANCEL’ message is issued to allow the operator to decide whether to
override the criticality and allow CICS to start, or to indicate that startup
should be failed. Note that if the reply is to continue with the startup, the
LIBRARY is not recatalogued as NONCRITICAL, but the critical status
can be changed to NONCRITICAL if you decide that the LIBRARY should
not be regarded as CRITICAL in future.

— If the LIBRARY is not being created during CICS startup, the criticality of
the LIBRARY has no impact on the behaviour of install.
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* If the LIBRARY is non CRITICAL

— if the LIBRARY is being created during CICS startup (through grouplist
install, BAS install, a PLTPI program or restore from the catalog), the
LIBRARY is installed but disabled, a warning message is issued, and
CICS startup will continue. A later attempt can be made to resolve the
problem and enable the LIBRARY.

— if the LIBRARY is not being installed during CICS startup, then the
criticality of the LIBRARY has no impact on the behavior of install.

DFHRPL is pre-defined as CRITICAL and cannot be changed. Any problems
will cause CICS startup to fail and an error message will be issued.

DSNAMEO1-16 (Name)
The names of up to 16 data sets that contain program artifacts and that are to
make up the LIBRARY concatenation. The data sets are concatenated together
when the LIBRARY is installed in the order in which they are named, for
example, DSNAMEO1 before DSNAMEO2 and so on, but it is not necessary for
all of the data set attributes to be filled in sequentially, for example, DSNAMEO1
could be blank. However, at least one of the data set attributes must have a
value. See |Data set naming conventions| for further information

GROUP (groupname)
Every resource definition must have a GROUP name. The resource definition
becomes a member of the group and is installed in the CICS system when the
group is installed.

Acceptable characters:
A-Z 0-9 §$ @ #

Any lower case characters you enter are converted to upper case.

The GROUP name can be up to eight characters in length. Lowercase
characters are treated as uppercase characters. Do not use group names
beginning with DFH, because these characters are reserved for use by CICS.

RANKING(1-99)
RANKING is a fullword binary value containing a decimal number which
determines where this LIBRARY should appear in the overall LIBRARY search
order. A lower number indicates that this LIBRARY is searched for programs to
load before other LIBRARY resources with higher ranking numbers. The ranking
is analogous to the concatenation number of a data set within a LIBRARY
concatenation, although it differs in a number of ways.

RANKING can take values between 1 and 99, with a default of 50. A value of
10 is reserved for DFHRPL, the static LIBRARY, and cannot be specified.

The DFHRPL concatenation is assigned a pre-defined ranking of 10. This value
cannot be changed. It allows dynamically defined LIBRARY resources to be
placed before the DFHRPL concatenation in the overall search order by giving
them a ranking value smaller than 10.

Note:

* You should regard as a temporary situation to have LIBRARY
resources with a ranking that places them before DFHRPL in the
search order.

» Although the pre-defined DFHRPL ranking of 10 is intended to
discourage the placing of LIBRARY resources before DFHRPL in the
search order, it does not limit the t